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THEME

The demand for higher avionics reliability and better maintainability is dictated by the
requirement of flight safety in terms of tolerable hazard rates, mission reliability in terms cf
increased mission success probability, equipment availability in terms of reduced mean time
to repair, and reduction of avionic support cost by savings in maintenance manpower, spares,
test equipment, training and technical data.

There is a definite need for better adaptation of reliability related considerations to
common engineering practices. The improvement of component and avionic system
reliability must be accompanied by a commensurate emphasis on the optimal allocation of
reliability according to the system complexity, the establishment of cost-effective specifica-
tions, qualitative and quantitative reliability analysis and testing to ensure achievement of
specifications. The objectives must be clearly formulated in terms of responsibilities,
procedures, methods and standards.

Regardless of the level of effort, the early influence of quality assurance including
reliability engineering during design and development is essential in achieving avionics
operational effectiveness determined by the two system parameters availability and
capability.

These objectives require a steady growth in the appreciation and application of
reliability and maintainability techniques and methods.

The meeting provided a state of the art review of topics related to reliability and
logistics in avionic systems.

Papers presented should be of considerable interest to design and logistic engineers as
well as to the operators.
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TECHNICAL EVALUATION REPORT

by

M.C.Jacobsen
AEG-Telefunken
7900 Ulm-Donau

FRG

EXECUTIVE SUMMARY

In the following, the significant results from the Technical Evaluation are set forth.

Conclusions

The most conspicuous technology gap that we have facing us today is our inability to specify, predict and measure.
quantitatively, software reliability and maintainability. Until we can do that, we will never be able to solve the
problem of quantitatively specifying, predicting and measuring overall system reliability, i.e. hardware and soft-
ware combined.

Another area that needs further highlighting in NATO is the application and use of Reliability Improvement
Warranties which could become key to improvements in Reliability, Maintainability and Logistic Support Concepts.

Future proposed avionics should be very critically examined for unessential complexity, especially in view of the
imbalance between NATO and WP Forces and the vital importance of high availability of provisioned aircraft.
Avionics reliability and thus availability levels continue to be limited by the extent of performance demands which
result in complexity.

NATO-wide procedures of acceptable methods for reliability analysis/prediction of advanced electronic components
and systems have to be developed. MIL-1IBK-217 requires major alterations in the micro-electronics area.

Increasing emphasis should be placed on extensive test programs during development, supported by efficient test/
analysis/fix activities to obtain reliability growth.

Maintenance policies and logistic support concepts need to be improved for more effective and economical support.
The necessity of application of modern logistic engineering technologies, in particular in the European NATO
nations, cannot be overemphasized.

Recommendations

NATO or AGARD to support a Conference/Symposium dedicated to Software Reliability/Maintainability
Methods.

0 NATO to investigate possibilities for a more general application of the Reliability Improvement Warranty
Concept.

* NATO-wide implementation of new Maintenance Policies and Logistic Support Strategies to improve Life
Cycle Cost.

TECHNICAL EVALUATION REPORT

I. Introduction

The AVP Symposium on Avionics Reliability, its Techniques and Related Disciplines was held at the P.T.T. Training
Center in Ankara, Turkey, from 9 through 13 April 1979. The Program Committee consisted of Mr M.Jacobsen
Program Chairman - (FRG), Mr J.Naresky (USA), Dr H.Gross (FRG). Mr F.S.Stringer (UK), Mr W.Ball (USA).
Mr R.Voles (UK), and Mr J.Garnier (F) as Session Chairmen.

The objective of the symposium was two-fold, to review the status of hardware and software reliability and main-
tainability technology for the improvement of technical performance, and to explore concepts to reduce operating and
support cost during the avionic equipment life cycle.
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In order to achieve this goal. the symposium was organized in five sessions in which 44 formal papers were
presented by the authors, covering

e General concepts
e Reliability/Availability Requirements, Testing and Demonstration
e Reliability and Maintainability Practices and Effects in Avionics Design. )evelopment and Production
e Software Reliability
o Avionics Logistic Support Aspects

This report represents an attempt by the Program ('ommittee to provide an overview of the entire symposium and to
draw conclusions and derive recommendations from the presentations and discussions.

2. Symposium Theme

The symposium originated from a proposal of the Danish Air Force. Because of its general interest to the NATO

countries, the subject had been adopted by the Avionics Panel of AGARD.

Weapon systems developed, manufactured and purchased for the armed forces have reached a volume and
complexity beyond easy comprehension. This results in the massive problem of maintaining equipment in operating
condition. Reliability, Maintainability and Logistic Engineering Technologies become key requirements.

The demand for higher avionic reliability and better maintainability results from the necessity of system effective-
ness, operational readiness and affordability.

There is an ever increasing need for better adaptation of reliability and maintainability related considerations to
common engineering practices in all phases of a program.

The improvement of component and avionic system reliability must be emphasized by the optimal allocation of
reliability according to the system complexity, the establishment of cost-effective specifications, qualitative and quantita-
tive reliability analysis and testing to ensure achievement of specifications. The objectives must be clearly formulated
in terms of responsibilities, procedures, methods and standards.

Regardless of the level of efforts, the early influence of reliability and maintainability engineering during design and
development is essential in achieving avionics operational effectiveness determined by the two system parameters avail-
ability and capability. Because of the high degree of digitalization in modern avionic equipment, all software related
matters require our full attention.

The continually increasing operation and maintenance cost during the life cycle of avionic systems is of great
concern to the NATO Governments. New concepts and methods are necessary to improve the present situation by
providing better visibility and control over life cycle cost.

These objectives require a steady growth in the appreciation and application of reliability, maintainability and

logistic engineering techniques and methods.

Therefore. it was opportune to provide a state of the art review of topics related to reliability, maintainability.
quality assurance and logistics support in avionic systems.

3. Technical Evaluation

Session I, "General Concepts", covered primarily. in 7 pppers, besides some historical views of the development of
reliability and maintainability disciplines, the subject of reliability prediction and reliability growth.

The paper by Dr Kline ( I ) on "An Analysis of the Evolution of the Reliability and Maintainability Disciplines"
presented a new and interesting classification structure for the R and M disciplines that should be useful in organizing
future symposia classifying papers and preparing bibliographies.

Mr Green's paper (2) delivered by Mr Milner on the "Difficulties in Predicting Avionics Reliability" presented
some new information that could he used in increasing the accuracy of reliability predictions for avionics equipment.

A follow-on paper describing the applications of these factors and the results in indicating the degree of effectiveness
in increasing reliability prediction accuracy would be very worthwhile. RADC is currently pursuing an R & D program
to update and revise the avionics environmental factors in MIL-1ll)BK-21 7. Mr Green's comments and recommendations
will be included as one of the inputs to that program.

)r Wood's paper (3) on "Reliability Growth Models" presents two interesting reliability growth models. What needs
to be done now is to test them on a specific equipment/system to see just how accurate they are. Dr Wood neglected to
reference what can be considered to be some important work on reliability growth models done several years ago. They
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looked at six of the most commonly used growth models and tested them for accuracy against growth data from a group
ofequipment/systens. As a result, they were able to develop criteria which enable a designer to determine which growth
model best tits his specific equipment design.

Mr Krause's paper 14) on "A Simulation Program for the Determination of System Reliability of('omplex Avionics
Systems" described a computer program for rapidly simulating system reliability tunder variou. equipment/subsystem
configurations. It should be useful in determining optimum system configurations for a given reliability. If one were able
to add maintainability and cost data, its usefulness would be greatly enhanced by enabling one to determine the optimum
system configuration at minimum life cycle costs. It would also be interesting to check the model against actual system
data to determine its accuracy.

Mr O'Connor's paper (5) on "Microelectronic Systems Reliability Prediction" suggested revision of some of the
microcircuit models in MII.-IIDBK-2 17. These models are currently undergoing revision at RA1)(', the US organization
responsible for updating MIL-IIIBK-217, and Mr O'Connor's recommendations will be a valuable input. To support his
revised models, more actual data will still be required.

Dr Regulinski's paper 16)on "Markovian Availability Model for a Network of Communicating Computers" described
how one might use Markov process to analyze a computer network in terms of determining those elements that are contri-
btting most to system unavailability. A follow-on example of how the analysis will work in real life is desirable.

Mr Attuly's paper (7) on "Rapid Estimation of the Parameters of the Weibull Distribution" was a worthwhile paper,
but highly theoretical. The Weibull model which generalizes that of Poisson is largely tutilised in reliability theory and,
more generally, for studying the random failure of a system due to a measurable phenomenon. A new method was
proposed to resolve the delicate estimation problem.

In Session I1 on "Reliability/Availability Requirements, Testing and l)emonstratic a total of 8 papers were
presented.

The three papers by Mr II.S.Balaban (8), Mr .. P.Plantard 19) and Mr .t'Chabin (10) dealt with the introduction of
reliability clauses into contracts, one of the most promising concepts recently established being the definition of
reliability improvement warranties (RIW). The discussion on this complex showed the necessity of well-substantiated
reliability experience on which to base potential contractual reliability clauses for any new system generation. Once a
reliability requirement has been contractually specified, particularly in the case of an RIW commitment this may lead to
a more rapid reliability growth due to an additional motivation of the supplier, as indicated by one paper. Yet another
paper pointed out that this positive effect of RIW might be counterbalanced by the increased pressure on the supplier to
achieve a positive outcome of reliability demonstrations, thus causing more problems with failure relevancy and possibly
increasing the gap between demonstrated and operational reliability. This obvious lack of concurrence between test
results and field experience gave rise to some additional discussion on failure classification rules during test and on the
significance of test results in view of increased system complexity.

The paper by Mr Milner (13) covered practical considerations of and experience in reliability demonstration. lie
stressed the importance of investigating component failure mechanisms in an area of rapidly advancing component
technology, and the grcat potential for improving reliability and reducing maintenance cost by early detection and
rectification of design shortcomings.

The paper by Mr Weihe (14) presented an interesting procedure for production reliability assurance testing (PRAT).
which could well develop into an alternative .o RIW in terms of the risks involved.

Mr I.'.Charlot's paper (15) described the problems of field data collection and evaluation for corrective action.

The two papers by Mr D.C.Fraser/Mr J.J.)eyst (16) and Mr S.J.Bavuso (17) covered fault tolerant system
approaches leading to reliability improvement in advanced avionic systems.

-fhe last paper of this session presented by Mr R.G.llilton (18) was devoted to reliability considerations regarding the
elements and the design principles of future actuation systems. This was, in turn. an excellent illustration for the require-
ments imposed upon the avionics due to the interconnections within the overall system.

Session III was devoted to the subject of Reliability Practices and Effects in Avionics )esign. Development and
Production. The aim of the session was to examine the methods being adopted today and the results of their application.
This aim was not achieved completely though the session developed some very useful ideas. Seven papers were presented
during the session.

The paper by Mr J.M.Girard/Mr M.Giraud ( 191 dealt with the initial selection of techtlogies during start-up of the
design phase. The purpose of this paper was to present a methodology permitting to establish the existing relations
between the technology selection and the operating parameters reliability, maintainability and cost effectiveness.
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It is clear from the discussion of Mr J.J.Naresky's paper (20) upon a New Approach to Maintainability Prediction,
that the real benefit of techniques will very much depend upon tile way in which the data base is compiled and the test
times used as a guide to the assessment of failure rates. A sincere attempt has been made by tile author to ensure that as
much relevant data as possible was included in the data base presented. Ilowever, the advent of new technology will
require a continual update of this data base. Mr Naresky's paper generated the stimulating discussion which highlighted
some other valuable issues. Visual scanning of components had been described and it was interesting to learn that new
electronic tests are being studied as a possible alternative. The selection of key components and their characterizing after
some 18 24 months on the market illustrated the need for a dedicated approach to reliability if such methods are to
prove worthwhile. The stated acceptance of such qualifications by the US Forces is encouraging evidence of their success.
It was also noted that software is qualified in detail as well as hardware.

An intriguing revelation by Mr L.J.Phaller in the presentation of Paper 21 was that the application of environmental
testing during the design phase has identified the potential trouble spots to a marked degree. This is an exposure of the
obvious to some extent. Ilowever, it should be recognized that the capital investment in suitable facilities can be
considerable and tile centralized facility will suffer inevitably from over booking. In response to a question, it was
confirmed by the author that in-service modifications are handled by the cycling of units back through the factory for
change, This can of course be a costly arrangement.

The paper by Mr Boardman (22) describing the reliability program of the Il ead-Up Display for the A7 aircraft
revealed some of the lessons learned after initial problems in trying to meet a very stringent MTBIF specification. Data
was acquired from three main sources, namely (a) burn-in test (b) during an abortive reliability demonstration (c) early
service usage.

The data pointed to a limited number of suspect circuit locations. Attention to these made a dramatic improvement
to reliability. The closed loop approach has much to commend it. Again the question of a bottleneck created by test
facilities and problems generated in the provision of testing and reporting staff were acknowledged. It was noteworthy
that the feedback was obtained from the firm's own repair facility. Though no standards were available for high
reliability ICs, a failure rate of 0.2 parts per million was measured. It was clear from the discussion that experience and
accepted rules were used rather than the application of life-cycle costs curves for repair. The application of MIL-STI)-781C
was expected to improve reliability still further.

The interest generated by this paper emphasized the current dependence upon feed back rather than the direct
application of theoretical methods presented in several papers at the meeting.

The paper by Mr G.F.Migneault (24) describing an emulation scheme based on a Markovian model was subjected to
detailed questioning by several delegates. The application to the reliability analysis of reconfigurable highly reliable fault-
tolerant computing systems for avionics is most topical since such systems are forming a significant part of new combat
aircraft installations. It is evident that this aspect of reliability generated considerable interest within the audience and
will require further research.

The paper by Mr White/Mr Pavier (25) provided the background to the Tornado experience and the management of
reliability in complex strike aircraft systems generally. Tile high cost of testing was discussed and the Tornado was cited
as an example where the rigorous application of Mil L-STD-78 IC might be questioned on cost grounds.

Three papers by Mr J .P.Galves et al. 126), )r IIlI.Molter (27) and )r M.B.Kline (28). respectively, dweit essentially
upon different theoretical models and their application to various selected systems as an illustration of their viability.
Specialists within tile audience questioned tile way in which such models would be used] and there was evidence of a

desire to identify the most appropriate model to suit particular needs.

For Session IV related to the important topic of Software Reliability, a total of 8 papers had been presented, with
an informal "Round Table Discussion" at the end of the session. A most interesting survey of approaches to achieve
reliable computing systems was provided. Constructive and analytical methods were presented for software design.
verification, reliability predictions and quality assurance.

The paper by Mr G.Ileiner (29). "An Introduction to Software Reliability", tune ti the audience to tile subject by
emphasizing the existing problems and possible approaches to software reliability.

Mr L.Mackie's paper (30) provided a number of vital recommendations regarding "The I lardware/Software People
System, Software Requirement Specifications, Software Testing, l)etection and Correction of Errors and Time necessary
for Software Development", which could provide a basis for producing more reliable software at reduced cost.

The paper by Mr J.Goldberg (32) stressed the fact that future specifications for reliable avionic systems will require
a level of confidence in program correctness that cannot be achieved by present programming methods. Newly developed
formal methods for achieving reliable software were presented.

The paper by Mr J.C.Rault. Mr GMemmi and Mr S.Pimont (33) provided a categorization and a description of
approaches to quantitatively assessing software reliability. Methods of practical interest and of data that might help to
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understand how often, when, where and why programmers introduce software errors and how these errors may be

detected and corrected were outlined.

The paper by Mr A.N.Sukart (34) reported on a study undertaken by RAI)(, US to validate several mathematical
models for predicting the reliability and error content of a software package against error data extracted from the
formalised testing of four large software development projects.

'Fite paper by )r !lhrenberger/lMr Puhr-Westerheide (35) dealt with analytical software verification procedures to
ensure correctness of software.

1he paper by Mr P.Weigel (36) provided a good overview of the major quality characteristics of software and their
assessment standards. The causes of failure and the development of software were discussed, anti the technical means and
measures for eliminating faults and impacting the software quality have been outlined. In addition to tile technical
measures, the organizational means of software quality assurance was discussed.

The last paper of this session, presented by Mr l).J.llarris (37). covered tile methods and procedures adopted in the
tri-national TORNADO Development Program. The concept of software documentation. testing and control associated
with quality assurance standards in this project was described. Vital recommendations drawn from this experience have
been made by the author with respect to software management, software definition, writing, testing and delivery.

Session V was dedicated to Avionics Logistic Support Aspects. Eight (8) papers had been prepared for this session.
but only 6 were presented due to absence of two authors.

The paper by Mr R.M.l)rake (38) covers the importance of ILS management techniques. The various elements of
logistics services and their integration with matrix management were explained. Particular emphasis was placed on
Integrated Quantitative Planning, ILS-Products and, last but not least, ILS Innovations.

Mr K.Lewandowski's paper (39) provided a survey of a new procedure for the development of maintenance policies
applied in the TORNADO program and future GAF weapon systems. The procedure presented is based on a detailed
collection and evaluation of the maintenance expenditure expected for the new weapon system. These data. after valida-
tion, present the basis for the defintiion of all logistic elements.

The paper by Mr R.C.Rassa (40) was devoted to the importance of Integrated Logistic Support considerations during
the design phase of avionic equipment. The roles of the key personnel involved in the design cycle have been examined.
The topics stressed were "design for testability" and tile very early involvement of maintenancetlogistics engineers during
equipment design.

The paper by Mr S.t-.Shapcott and Mr K.A.P.Brown (41) provided an overview on the Integrated Management of
reliability and maintainability in UK MOI) Procurement. Progess in the UK in laying sound foundations for developing
and manufacturing equipment for the Services' needs, with the required performance, reliability and quality resulting in
specific defense standards has been described.

The papers by Mr I LJ.Moser (42) and Gp Capt. A.Andrews (43) described the collection and evaluation of statistical
maintenance data of equipment in the Services. Problems and limitations in interpreting field data and relating it to
experience in the design stages of new equipment were discussed. The problem of modifications to in-service systems and
the consequent effect upon reliability was raised. Undesired side-effects might introduce further problems not
demonstrated during test at the manufacturing stage. It was explained that test experience could be gathered during a
demonstration, but if corrective action appeared to be necessary towards the end of tile demonstration. then extra tests

would be required.

The paper by Squadron Leader C.J.P.llaynes, UK (44) described a Computer Simulation Model of the Logistic
Support for Electrical Engineering Test Equipment still under further development.

Mr G.Ilarrison's paper (45), one of the highlights in this symposium, was devoted to the application of reliability
improvement warranty (RIW) in the 1:1 Multinational Fighter Program. A unique central spares supply management
system used by all five partner nations was outlined which leads to significant cost savings. The successful application of
the principles of RIW in this multinational program could mark the beginning of new procurement techniques in NATO
with significant impact to obtain suitable reliability control and to reduce life cycle cost.

4. Conclusions and Recommendations

Session I

(I ) Most avionic reliability predictions have been inaccurate, and factors other than listed part failure rates have a
greater influence on observed equipment failure rates in service.

Emphasis on predictions may well begin to move away from the traditional numbers count procedure in the design
phase, towards predicting from reliability growth modelling of operating experience during the development phase.
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(2) For a given equipment, failure rate is a function of the type of aircraft and installation. There is little doubt that
failures are not exponentially distributed in time. Failure rates are dependent on elapsed time following switch on.
and decrease as the sortie progresses.

(3) The potential reliability of LSI is undoubtedly remarkably high, but failure rate prediction is as yet a doubtful
procedure. In the future, if avionics predictions are to retain any credibility, the traditional approach will have to
be modified.

(4) It is generally accepted that MIL-IIBK-217 requires major alterations in the micro-electronics area. The RAIX. US
is working on the problem. As an objective, a NATO-wide agreement (i.e. among the major industrial partners) on
an acceptable method for reliability analysis/prediction of advanced electronic systems is recommended.

The session fulfilled its purpose although perhaps some of the papers had to be "force fit" into a General (oncept
Session. The papers were, on the whole, of good quality, informative, and explored areas that were relevant to the
reliability and maintainability disciplines.

Session i

(1) The RIW concept is primarily applicable to evolutionary-type equipment, whereas for completely new technology
the establishment of a feasible reliability value which can be subject to a warranty clause remains problematic and
must be approached through a somewhat questionable assessment of the reliability growth potential.

The future of RIW is promising if continued efforts are made to ensure that the concept is properly applied and
implemented. It is also necessary for the military services to continue to support research in RIW and allied areas
as technology, resources, and military demands change. The RIW concept that embodies the suitable form of
contractor incentive for reliability and maintainability achievement will also be flexible enough to encompass
most foresecable changes provided the appropriate effort is made.

NATO-wide efforts for the implementation of the RIW concept as contractual commitments by avionic equipment
suppliers are strongly recommended.

(2) The greatest potential for improving reliability and reducing life cycle cost lies in the early detection and rectifica-
tion of design shortcomings. It is emphasized that more than two thirds of the potential life cycle cost have been
determined by the time a system completes the concept formulation stage.

(3) For the purpose of demonstrating the achievement of contractual reliability requirements, practical methods of
measuring reliability gain major attention. The general impression in this area was that a set of objective criteria
for failure classification would lead to much more realistic results of reliability measurements, thus increasing
confidence in the methods applied and overcoming problems with risk assessment.

(4) Testing digital systems which perform flight critical functions is not a feasible method for estimating system
reliability. Analytic modeling of system reliability in conjunction with simulative techniques for coverage measure-
ment appers to be the only alternative on the horizon. Accurate reliability estimates which account for such factors
as latent faults. intermitted/transient faults and software errors require sophisticated fault tolerant/fault avoidance
techniques which are to be developed in the near future.

(5) Avionics reliability requirements are strongly influenced by existing interfaces with non-electronic systems:
complete consideration of these interfaces is, therefore, of utmost importance in all reliability studies.

Session III

(I) There is a current need for feedback to the manufacturer from the user, particularly during early months of service
of new equipment.

(2) Tests can identify many faults before service, though tests need to be extended to accommodate the reliability of
modifications required as a result of earlier tests.

(3) Adequate testing can be very expensive in equipment and man power. There is some evidence that high cost has
limited the rigorous application of MIL-STD-781C.

(4) There are several theoretical models which can predict reliability, but most require practical quantitative data input
which can only be obtained from practical experience of equipment. Further examination of the most promising
models would be valuable.

(5) It appears that military forces are willing to accept the cost of characterisation of components in their desire to
obtain higher reliability.

(6) Theoretical models to assess the likely repair downtime of equipment are now available. It remains for them to
be considered by users and manufacturers.

xiv



(7) The rate of reliability growth depends not only on the degree of management commitment to tle program, but also
on the unit complexity anti state of the art of the unit's design.

Reliability growth can be experienced in two basic forms, (a) growth in the design (permanent growth), (b) growth
in the quality control procedures (short-term growth).

Reliability growth through environmental simulation with follow-on corrective action is a viable means to achieve
improved field reliability.

(8) In order to arrive at a useful understanding of the causes of unreliability in order to reduce it, we will have to
consider these systems very closely and be prepared to modify them if improved reliability is a genuine requirement.
Ihis improvement must recognize some of the long list of causes of unreliability. File most significant appear to be:

Firstly immature engineering design which is con .:Iered to be closely related to what, in many instances, appears
to be an inadequate amount of development testing. This is compounded by tile all too prevalent incorporation
of unslitable anti defective components and materials into equipment.

-here is a scope also for better manufacturing planning and control, vis-li-vis reliability, to ensure that the
reliability levels achieved in design are maintained throughout production life.

Lastly it is recognized that failures induced by operators mistakes during manufacture and improper use in the
field are in fact parts of tile broader field of luman induced failure.

Such ergonomic considerations of reliability are, as yet, in their infancy, but evidence is rapidly accumulating to
indicate that design discipline in this area can be very rewarding indeed.

The Session III presentations on balance achieved the desired objectives. The papers tended to fall into two distinct
categories, either descriptions of direct experience and the methods used to improve reliability on the one hand. and
those which suggested more theoretical prediction and some evidence of likely accuracy of prediction on the other. It
is evident that cost will play an important part in all of these considerations,

In conclusion, it is recommended that all techniques offered should have cost in mind. Methods that are too
expensive or too restrictive in nature, for whatever cause, are unlikely to receive general acceptance.

Data feedback is an essential feature of reliability testing and reporting methods need continual attention. It is
important that tile consequent testing of modifications should be included.

Guidance is needed by manufacturers and procurement authorities in tile use of the most appropriate models which
may be applied to the accurate prediction of reliability probabilities for given sets of circumstances.

Session IV

(I ) Future requirements of computing systems, in particular where flight safety is involved, result in a growing need for
very high software reliability.

(2) Confusion in terminology and lack of consistency in the definition of the terms used in connection with software
reliability require near term clarification, It has been recommended that AGARD should take the initiative of
bringing the appropriate experts together. i.e. forming a Working Group.

(3) Significant problems are that most system specifications are ambiguous, incomplete, and inconsistent, due to the
lack of generally agreed standards for design and documentation as well as adequate validation methods,

(4) The lack of knowledge and experience in the field of software contributes to the fact that an integral treatment of
system reliability including hardware, software and human factors has not been achieved until now. Reference is
made to the identified key features in paper 37 which contribute to improved software reliability and maintain-
ability.

(5) Developing and maintaining software has become th dominant factor in digital systems. To improve in software
reliability and cost, it was recommended to

adopt a jormal system user oriented jargon-free language for the Functional Requirements aspect of Software
Requirements Specifications to achieve definition and clarity.

eliminate unnecessary error-pron(e processes.

design for testing and development tools.

minimize structural 'oitnpl'xitv. Preserve the probhlm sir tture.

us e, more hardware as necessary for all the above.

allow time to do tile joh properly.

(6) Innovations in analytical software verification methods are necessary to cope with future requirements for
reliability avionic systems. To achieve the required level of correctness and confidence, digital computers with fault
tolerant organization seem to be tile answer.
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(7" A full AGARD symposium or specialist meeting on software integrity and reliability, possibly between the GCP
and the AVP, is recommended to be held in the very near future.

The objective of this session to define significant problem areas and to elaborate possible methods and techniques
to produce more reliable software at lower cost was reached. Follow-on activities, however, are urgently required.

To arrive at the above conclusions and recommendations, the papers presented and the round table discussions held
have been regarded as an entity.

Session V

(I) Increased emphasis has to be placed on the logistic support aspects in avionic equipment due to the importance of
operational readiness and ever increasing maintenance cost against the background of limitation of resources
available to NATO.

(2) During Prime System Design Reliability Analysis, Maintainability Analysis, Design to Cost Analysis and System
Engineering should be an integral part with Logistic Support Engineering, Maintenance and Support Analysis. A
continued iterative feedback between the disciplines involved will lead to the optimization of design trade-offs
with emphasis on improved maintenance concepts. Unless logistics is an inherent part of the design and develop-
ment process and maintainability is designed into the product, we will continue to be faced with major logistic
problems.

(3) In-service reliability data provide a powerful and flexible information source for statistical evaluation and reliability
analysis. In fact, it provides the most valuable and realistic basis for corrective actions.

(4) Growing cost of advanced avionic systems in design, production and support requires application of the concept
of life cycle costing. A NATO-wide implementation of the LCC approach in procurement of avionic equipment
is recommended. This requires common efforts in the development of new methodologies for better visibility and
control of LCC as well as new specifications, contract provisions and source selection procedures in procurement.

The goal of this session to highlight the importance of Logistic Support considerations for better equipment avail-
ability and stressing means to lower support cost was reached, although the subject is too complex to cover all aspects in
the short time available.
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AN ANALYSIS OF THE EVOLUTION OF THE

RELIABILITY AND MAINTAINABILITY DISCIPLINES

M.B. Kline J. Di Pasquale, T.A. Hamilton CDR. R.L. Masten
Naval Postgraduate School Naval Weapons Center U.S. Navy
Monterey, California China Lake, California

SUMMARY

This paper presents the results of a study of the development of the reliability and
maintainability (R&M) disciplines in the years since World War II. The study was con-
ducted primarily through an examination of the published (open) literature. The exponen-
tial rate of growth shown during this period is an indication of the dynamic nature and
importance of these disciplines to system development, design, and operation.

Family trees of each discipline have been developed to indicate the growth and branching
of the relevant subject matter. The direction and rate of growth of these disciplines in
each of the decades of interest are analyzed along with projections of current and future
trends. Applications of R&M in both the private and public seotors, including defense,
space, energy, transportation, industrial and consumer items, are examined.

1. INTRODUCTION

Prior to and during World War II, the designer's primary goal was to satisfy a desired
set of performance requirements. The rapid advances in technology which have occurred
since then have been applied to military, space, and consumer needs. With this increase
in technology and performance capability has come a corresponding increase in system com-
plexity and the emergence of reliability and maintainability as engineering disciplines
of equal importance as system performance in terms of system effectiveness and cost.

The effectiveness of a system is concerned with (1) the ability of the system to begin
performing its mission when called upon (often called operational readiness or avail-
ability), (2) the ability of the system to perform satisfactorily for the duration of its
mission (often called mission reliability or dependability), and (3) the actual perfor-
mance of the system in terms of its performance parameters in the operational environment
(often called capability).

The rapid growth of reliability and maintainability (R&M) as design parameters in the
past 25 years is well evident by the numbers of professional symposia, books, and publica-
tions which have appeared. This very conference is an example of the growing interna-
tional attention being given to reliability and maintainability.

This paper describes some of the results of a research investigation which took place in
1976 and early 1977 to trace and analyze the evolution of these engineering disciplines

as evidenced by the published literature. More specific details of the research are
given in reference 1. Growth curves were developed to determine where the emphasis in
reliability and maintainability has been during the past three decades, what the em-
phasis is today, and to project probable future discipline emphasis. Secondary objec-
tives were the development of a substantial data base of R&M documents for easy retrieval.

2. A BRIEF HISTORY OF THE EVOLUTION OF R&M

Reliability principles were used as early as 1916 by the Western Electric Company, the
manufacturing unit of the Bell (Telephone) System. With production running at a high
rate and rising rapidly, studies were initiated to discover means to produce trouble-free
telephone equipment for public use. The Western Electric Company was among the first to
realize that statistical sampling methods could be applied to industrial processes. The
Bell System understood that durability must be a main goal, and that service history and
optimization of the design for maximum quality were important factors.

During World War II, there was an urgent need to develop methods for the manufacture of
uniform high-quality products at increased rates of production. Large quantity produc-
tion in the rapidly growing electronic industries led to the development of standards for
the application of statistical methods to the quality control of materials and manufac-
tured products. Radar and other military developments of World War II introduced the
need for specific consideration of reliability.

In 1946, the commercial airlines sponsored field studies of vacuum tube and electronic
equipment failures to improve the reliability of aircraft communication and navigation
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equipment. This led to an investigation of electron tube reliability in military appli-
cations. The effects of application, environment, and operating and maintenance condi-
tions were shown to be so closely related that the study was redirected to emphasize sys-
tem reliability as affected by electron tubes. Systems under study were expanded to
include radio communication systems, radar systems, and bombing and navigation systems.

The recognition that many parts other than vacuum tubes were causes of problems led to
the formation of the Ad Hoc Group on Reliability of Electronics Equipment (AGREE) in
1952. This group was instrumental in initiating an increasing number of studies in order
to add to the knowledge of equipment failures.

In 1950, a study of the reliability of U.S. Navy shipboard electronic components and
equipments resulted in the establishment of relative failure rates for component parts
and in the development of an improved failure reporting system. In the late 1950's many
other studies were carried out under military sponsorship directed toward the measurement
of equipment reliability and the development of methods of predicting electronic equip-
ment reliability while still in the design stage.

Mass production introduced the need for standardized tests to be used in the factory.
Reliability standards had to be developed. Standardization of parts and circuits were
stressed. Parts improvement programs were initiated as the quality of parts still left
much to be desired. The critical importance of reliability was recognized both by the
U.S. Department of Defense and by industry. This importance was emphasized with issuance
of military standards, specifications, and handbooks for reliability programs, reliabil-
ity prediction and reliability demonstration testing.

Prior to 1954, maintainability was not a defined discipline. Some manufacturers were
starting to incorporate specific maintainability features into the design of their pro-
ducts. An example of this was the design and production of standardized rifles for the
U.S. Army during World War II.

U.S. Government publications concerning maintainability did not exist during this period.
Maintainability requirements were covered through specialized contractual exhibits and/or
amendments to contracts. By 1959, formalized program specifications started to evolve.
The 1960-1970 decade witnessed a rapid growth of the maintainability discipline. A
realization that the best design from the reliability standpoint may be unaffordable
created a new challenge for the design engineer. The need for maintainability was predi-
cated on the basis that no system can be made totally reliable. Awareness of the need
to consider reliability and maintainability together as design parameters early in system
development evolved.

The development of new technologies, such as integrated circuits, and their application
during this period increased the complexity and sophistication of hardware. Computerized
failure histor' data banks for use in reliability predictions were developed. Reliabil-
ity testing using statistically designed tests was recognized as a valid test method.
The systems effectiveness concept was extensively explored. Standards, handbooks, and
design guides were developed for maintainability program management, prediction, demon-
stration, and design.

Cost factors became dominant from the mid-1960's on and today emphasis is given to life
cycle cost and design-to-cost as principal design trade-off parameters. The extended
time in service of some older systems increased reliability and maintainability problems
which in turn increased the costs for operation and maintenance.

Reliability methods and procedures which had been developed earlier were refined and
their use was extended into space, consumer, energy, and nuclear power areas. The air-
lines pioneered the MTBF guarantee which requires that the equipment supplier guarantee
a stated mean-time-between-failure in the operating environment. If the guarantee is not
met, the supplier must provide corrective action and additional spares.

In today's atmosphere of increased cost consciousness, there is continued emphasis on
reliability and added emphasis on maintainability. The defense community emphasizes the
total cost of ownership, the largest component of which is operating and support costs.
This is leading to a search for innovative approaches to improve equipment reliability
and maintainability. Recent experiences with power outages and concerns for safety in
nuclear power plants have dramatically increased the attention being given to reliability
and maintainability in this industry.

3. RESEARCH METHODOLOGY

Literature published on reliability, maintainability, and quality control was researched
to identify the emergence of these disciplines and to quantify their growth patterns.
Quality control was included because some of the early concepts applied to the reliabil-
ity discipline were an outgrowth from the quality control field. The Cumulative Book
Index (reference 2) was used to identify books in these fields because it is a reasonably
complete and comprehensive list of works published in the English language.

Figure 1 shows the evolution of quality control, reliability, and maintainability as evi-
denced by books published in these disciplines. The indicator for growth used is the
number of pages published in three-year intervals beginning in 1944 and extending throuyh
1975. It should be noted that any conclusions reached using these curves must be treated
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with care since books have an inherent time lag of up to three years fium original
manuscript preparation. These curves give a qualitative feeling for the discipline
growths. As Figure 1 indicates, publication of books on quality control peaked about
1951 or 1952 and declined thereafter. Books on reliability began to appear in the early
1950's and books on maintainability in the early 1960's. Research into the periodical
literature provided a more detailed breakout of some of the events which have affected
the development of these disciplines.

it is apparent that reliability and maintainability have evolved from rudimentary con-
cepts into full scale scientific disciplines over the past thirty years. For analysis
purposes, it was necessary to devise a means to measure their evolution and to identify
data sources applicable to the measurement technique. It was desirable to employ a mea-
sure that would give as accurate a representation as possible across the full spectrum of
both disciplines. Several measures of discipline development were considered. The mea-
sure ultimately chosen was the number of articles published in the open literature.

3.1. Discipline Taxonomies

Once the method for measuring discipline development had been selected, it was necessary
to address questions concerning the breakdown of each discipline into subelements. The
disciplines could, for example, be divided into functional and application-oriented sub-
elements or they could be subdivided by the physical and mathematical sciences forming
the core of underlying theory. Each of the subdivision alternatives had merit, and it
was decided to incorporate them into a hierarchical classification system. As a result,
a taxonomy was developed by which articles could be classified and the data stored for
future analysis as well as providing a mechanism for article retrieval for research pur-
poses. The taxonomy provided an excellent structure for analyzing the development of
these disciplines. It was particularly useful in defining the main branches and emerging
subbranches of the scientific core of the disciplines.

Keywords were initially selected by researching a representative sample of the available
literature and, through successive refinement, were finally arranged into a classifica-
tion structure. The structure was then presented to several persons with extensive ex-
perience in reliability and maintainability for comments. This process was iterated
several times and resulted in the taxonomies presented in Figure 2 (Reliability) and Fig-
ure 3 (Maintainability). The top three levels, functions, applications (general), and
applications (specific) were established to enable discipline growth to be measured along
these dimensions as well as within the branches or elements of the discipline. In terms
of growth measurement, it appeared worthwhile to provide a means for separating govern-
ment-oriented applications such as defense and space systems from industrial, consumer,
and other non-government applications.

As indicated in Figures 2 and 3, the keyword structures for reliability and maintain-
ability have a great deal of similarity, particularly at the upper levels. This is not
accidental nor is it inappropriate if one considers that the disciplines are heavily
interdependent in terms of both application and functional dimensions. Emphasis--and
hence growth stimulus--has varied greatly within the functional categories over the years.
For example, until recently space and power generation applications have been primarily
concerned with reliability whereas military applications have emphasized both reliability
and maintainability in a more balanced sense.

In attempting to visualize the development of these disciplines, it is helpful to compare
their development to that of a tree, as pictorially illustrated in Figure 4. One might
represent the roots of the tree (which supply nutrients for growth) as the basic sciences
of mathematics, chemistry, physics. The trunk represents the core of the disciplines,
such as theory of failure and theory of repair. The branches represent growth of ele-
ments and subelements. As the tree grows, certain branches exhibit growth rates and then

tend to stabilize or even stagnate and die. These same characteristics are exhibited in
both the reliability and maintainability discipline developments. Thus, the analogy is
helpful in visualizing the growth patterns.

3.2. Data Sources

In attempting to quantify the growth of the various branches within the R&M disciplines,
it was decided to emphasize articles published in the open literature as opposed to books
because articles were much narrower in subject matter and more specific inscope. Books

tend to be tutorial in nature and, in general, are not representative of the taxonomy.
It was necessary to examine and classify a large number of articles in order to develop
a data base which was large enough to be significant and which, in the aggregate, would
have minimum bias. Approximately 5000 articles were utilized in the study. Ther-, is,
of course, a much larger data base available, and the challenge was to select tho3.
sources which would be most suitable for the purposes. It was desirable to include arti-
cles from sources which were somewhat continuous in nature and which, in the aggreqate,
covered the broad spectrum of both disciplines. It was important to ensure that a con-
centration of articles covering a narrow spectrum of the disciplines were not incorpo-
rated in any given time interval. Otherwise, conclusions based on the sample results
would not be representative of the total population. In this regard, reliability and
maintainability symposia proceedings and other publications devoted primarily to R&M were
selected as the primary sources for articles since they are continuous in nature and tend
to cover a broad spectrum of topics. Several different symposia were chosen which empha-
sized different branches of the disciplines, and together they appear to provide a well-
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rounded coverage of each discipline. Technical reports and other sources not generally
available to the public were not considered.

3.3. Taxonomy Validation

Throughout the development of the taxonomy, the classification scheme was subjected to a
series of checks, primarily relating to the naturalness of the keyword groupings and
their relation to the scientific basis for the underlying theory. The initial groupings
were taken from the American Society of Quality Control (ASQC) classification system and
were subsequently refined and modified as more insight was gained through research of the
literature. As the taxonomies evolved, many ambiguities and inconsistencies surfaced
which required resolution. This was accomplished by conversations with experienced prac-
titioners in the fields of reliability and maintainability and by a trial run consisting
of classifying a large number of articles to expose the broad spectrum of subbranches
within the disciplines. As experience and depth of knowledge about the disciplines in-
creased through exposure to the literature, it became progressively easier to resolve the
ambiguities.

In a less formal, yet equally meaningful sense, the taxonomy was validated when articles
began to be classified with relative ease. Finally, a classification scheme was develop-
ed that corresponded to the opinions of the practitioners and which appeared to fit the
patterns established by an analysis of the literature content.

3.4. Data Storage and Retrieval

It was apparent from the start of the research that, because of the large number of arti-
cles to be read and classified, there would be a monumental task associated with thestorage, control, and manipulation of the data. To maintain control, each article was

assigned a series of codes which served to distinguish it from all others. A computer
was used to store and manipulate the generated data. This allowed for data storage by
article title, author, date of publication, publisher, keyword, and combinations thereof.
Each article entered into the data bank was analyzed for content, and classified by key-
word according to the taxonomy. These data (number of articles by keywords) were then
recalled, totaled by year for each keyword, and plotted in the form of a histogram. The
histograms provided considerable insight into significant changes in emphasis which
occurred in the time period of interest. The data were then summed and plotted in cumu-
lative form to gain a perspective of overall growth characteristics of each branch. This
also provided a good indication of branches which had matured or which were in the pro-
cess of maturing or increasing. Although not carried out in this research, the data base
can easily be used to print a bibliography of the articles researched by keyword category
or by correlation to applications.

4. RELIABILITY DISCIPLINE EVOLUTION

To gain perspective of the overall reliability discipline growth, a composite picture was
formed using both books and short articles. Figure 5 presents this compositve overview,
the unit of measure being the number of pages published in a three year interval. This
unit of measurement was necessary in order to directly compare books and articles. It
also provided a smoothing function so that the long term trend was discernible.

Figure 5 indicates that interest in reliability gradually increased from the early 1950's
to about 1960, and then dramatically increased and held a high level until about 1970.
After 1970 there appears to be a noticeable decline in grovi-h. The growth during the
1960's in the U.S. can be largely attributed to the intense interest of the Space (NASA)
and Defense (DOD) agencies and the accompanying financial resources which stimulated the
aerospace industry in this time period. The decline noted during the early 1970's
appears to be a combination of a maturing discipline and space and defense budget cut-
backs.

4.1. Reliability Branch Growth Trends

Analysis of the main branches of the reliability taxonomy was performed utilizing the
cumulative number of articles published during the time interval of interest. These data
were presented in Figure 6 for the period from 1950 to 1976. The curves provide an over-
view of the growth patterns of the main branches of the discipline. The slopes of the
curves indicate the emphasis that each branch received at a particular instant in time,
and it appears that none of them have reached maturity. Maturity is assumed to be evi-
denced by a flattening of a curve, thus showing no further growth.

The starting points for the various curves indicate approximately when the literature be-
gan to emphasize each branch. They do not imply that nothing was published previously.
Analysis and Management show strong tendencies toward increased emphasis in the immediate
future. Within each main branch there are several subbranches which also have pronounced
growth patterns. Examples of some of these are discussed in the following paragraphs.

4.1.1. Reliability Analysis Branch

The analysis branch was divided into three subbranches: (1) configuration, which con-
sists of those analytical techniques dealing with the physical composition of systems or
subsystems; (2) prediction; and (3) reliability growth. Configuration, which includes
such analysis techniques as modeling, Failure Modes and Effects Analysis (FMEA), Fault



Trees, and Reliability Block Diagrams, emerged in the mid to late 1950's. It received a
large growth stimulus in the early 1960's and has settled into a fairly stable, continu-
ing growth pattern. (Figure 7.)

Prediction has exhibited characteristics similar to configuration but with somewhat lower
emphasis. It appears to have received increased emphasis in the 1970's, primarily from
defense and the service industries. Reliability growth has not shown significant develop-
ment in comparison to the other subbranches. There have been a small and relatively con-
sistent number of articles each year. Most of the articles are concerned with analytic
techniques to predict whether a product will achieve a specified reliability level. In-
creased attention to this area shows up, however, in the technical report literature
which was not included in this research.

Both the configuration and prediction subbranches have been further subdivided into twigs.
The twigs which have grown out of the configuration are illustrated in Figure 8. Model-
ing/simulation and failure analysis experienced an extremely sharp increase in growth
starting in 1962. The other areas appear to have experienced a reasonably consistent
growth pattern with the exception of design review, which appears to have matured in the
late 1960's. Fault tree analysis, developed originally for safety analysis, appears to
be receiving increased emphasis in the 1970's. This is partially caused by the growing
interest in safety stimulated by the electzical power industry. The technique is pres-
ently one of the strong bridges between reliability and safety analysis.

4.1.2. Reliability Management Branch

This branch is very broad in scope and is the most complex to discuss since numerous sub-
branches and twigs have emerged since the 1950's. The major subbranches of management
are illustrated in Figure 9. All of the subbranches and twigs, with the exception of
product liability, have received major impetus to their growth from defense and space
activities.

The reliability program management, cost, failure, recurrence control, and procurement
subbranches all emerged very early in the literature. Reliability program management has
received far more emphasis than any of the other subbranches. Failure recurrence control
(efforts by management to reduce recurrence of reliability failures) indicates signs of
approaching maturity in the mid-1970's, whereas both procurement and cost show signs of
increasing emphasis. Product liability emerged in the early 1970's and is giving every
sign of growing into a major area in the near future as a result of current consumer pro-
tection emphasis in the U.S. In the procurement subbranch of management, warranties
emerged in the early 1960's and exhibits a pattern of increased growth as a result of
airline and defense interest in failure-free and reliability improvement warranties.

4.1.3. Reliability Test and Evaluation Branch

The test and evaluation (T&E) branch, illustrated in Figure 10, is divided into three
main subbranches: methods, statistics, and reporting/evaluation. The T&E branch emerged
very early in the literature as an extension of the quality control discipline. The
literature gradually transitioned from quality control related issues into reliability
during the 1950's. Defense and space activities appear to have provided the major moti-
vation for the rapid increase noted for methods of testing during the early 1960's.

Development of several twigs in the statistics subbranch are noted in the literature, as
illustrated in Figure 11. Sampling plans and design of experiments are the most direct
carry overs from quality control. It appears that design of experiments has matured in
the 1970's. Bayesian techniques and parameter estimation have exhibited the most active
growth patterns.

4.1.4. Reliability Design Branch

Design has been divided in Figure 12 into component related activities and engineering
analysis activities to separate the curves for ease and clarity of data presentation.
Part/material selection and component testing have been the most active areas in this
branch. Both of these have exhibited dramatic increases in growth starting about 1964,
and the increased growth rate has continued to the present. Redundancy and high reli-
ability parts have exhibited smaller growth patterns. In fact, the high reliability
parts twig appears to have reached maturity. Redundancy appears to be receiving increas-
ed emphasis in the 1970's, and this seems to be primarily due to space applications.

4.1.5. Reliability Theory Branch

This branch emerged in the literature in the late 1950's. The primary focus appears to
be theory of failure, and this subbranch has exhibited a relatively constant growth pat-
tern since 1961. Renewal theory has exhibited a small but consistent growth pattern.

4.2. Reliability Branch Correlation With Specific Applications

Only the four most active branches (Design, Analysis, Management, and Test) have been
selected for correlation of reliability with applications because these reflect the major
emphasis of the reliability discipline and, hence, contain sufficient data to establish
some meaningful trends. Figure 13 presents the correlations of design and analysis with
specific applications. The curves correlating design with specific applications indicate
some rather dramatic changes in emphasis over the last two decades. Design applied to

K~~~~~ ...... . . . .. ............
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space transportation has received more emphasis than any other application during the
1960's. It appears to have matured in the 1970's. Air transportation design applica-
tions were mentioned in the earliest literature. It has displayed a slow but steady
growth and seems to have reached maturity. Communication and medical applications also
seem to have approached maturity in the mid 1970's. Computer applications (including
both software and hardware) emerged in the literature in the late 1950's and has experi-
enced increasing emphasis ever since. Ground transportation (primarily rapid transit)
emerged in the mid 1960's and is receiving increasing emphasis in the mid 1970's. Power
generation (including both nuclear and conventional) emerged in the early 1970's and is
showing signs of significant growth during the 1970's if the present trend continues.

The same general trends are evident in the analysis branch as were noted for the design
branch. However, it appears that analysis has lagged design by two or three years. None
of the analysis applications appear to have matured, although space and air transporta-
tion are exhibiting signs that this may happen in the not too distant future. Analysis
applications emphasis, like design, appears to have shifted to computer and power genera-
tion in the 1970's. Both of these application areas have received very high growth stimu-
lation in the last few years and there is every reason to believe that these trends will
continue.

Figure 14 presents the test and evaluation and management branches correlated with the
same specific application areas. Some of the trends established for analysis and design
are also evident. For example, space transportation applications are approaching maturi-
ty for both T&E and management. All other applications presented in the T&E portion of
Figure 14 indicate stable growth patterns in the 1970's. T&E application in power genera-
tion has just recently emerged in the mid 1970's. It is likely that it will experience
the same significant growth exhibited in the other branches.

Management applications other than space transportation and communications appear to be
exhibiting strong, stable growth patterns. Ground transportation emerged in the mid
1960's and has achieved a strong growth pattern. Most of the emphasis here has been in
rapid transit considerations foi cities. Power generation again indicates a very strong
growth pattern.

Management applications in the medical field emerged in the late 1960's and appears to
have established a stable growth pattern. A large part of the emphasis here has dealt
with the effect of medical device failures on patient safety.

5. MAINTAINABILITY DISCIPLINE EVOLUTION

A composite picture using both books and periodicals was formed in order to gain a per-
spective of the overall growth of maintainability. As for reliability, the unit of
measure is the number of pages published in a three-year interval.

Figure 15 indicates that interest in maintainability began about 1957, sharply increased
to about 1966, and then dramatically decreased until about 1972. The growth in complexi-
ty of systems has led to the realization that equipment reliability cannot be improved to
the extent that the need for maintenance could be economically eliminated. Significant
increases in operating and support costs have provided additional support for the rising
interest in maintainability. The overall growth of maintainability has been strongly in-
fluenced by recognition of this engineering discipline as a critical element of system
effectiveness.

5.1. Maintainability Branch Growth Trends

Figure 16 indicates that management has received far more emphasis than any of the other
maintainability branches. This stems from the imposition of firm military standards for
maintainability programs in the U.S. in the 1960's. The analysis and design branches
emerged in the 1950's when maintainability criteria were being developed. Their growth
then increased as maintainability requirements became better defined in the early 1960's.
Analysis and design seem to have approached maturity in the 1970's. On the other hand,
data growth rose in the early 1960's, began to flatten out in the late 1960's and appears
to have matured in the 1970's.

Maintainability test and evaluation emerged in the late 1950's, rose slowly in the middle
1960's, and has received increased emphasis since. The growth increase noted in the late
1960's appears to be due to military requirements for maintainability demonstration tests.
Growth tendencies within each of the above main branches are developed in the following
sections.

5.1.1. Maintainability Analysis Branch

The analysis branch has been divided into simulation/modeling, prediction, maintenance
engineering analysis (MEA), and design reviews. (Figure 17.) Prediction received a
large growth stimulus in the early 1960's and then slowed down. This stimulus was pri-
marily due to interest from the military services in developing methods for quantifying
measures of maintainability. Simulation/modeling growth increased from the middle to
late 1960's and appears to have settled into a stable, rapidly increasing growth pattern.
Maintenance engineering analysis (MEA) has also shown a strong emphasis in the 1960's
with a lower but steady growth in the 1970's. iMEA growth in the 1960's can be linked to
interest in Integrated Logistic Support (ILS) concepts. I



5.1.2. Maintainability Design Branch

This branch has produced several twigs. Figure 18 shows the r~lative emphasis each has
received. The literature indicates that human factors engineers have been primarily re-
sponsible for the development of this branch through the development of maintainability
design guides. This interest began in the 1950's and continued through the following
decade.

Quantitative maintainability design criteria relate to equipment features that enhance
maintenance time reduction. These requirements have been specified for defense electron-
ic, aircraft, and missile systems for about 15 years. The rapid growth of quantitative
design requirements is portrayed in Figure 18. The early quantitative maintainability
specifications, established in 1960, stimulated defense contractors to put greater empha-
sis on design requirements. The effort to meaningfully quantify requirements continues
to the present day. Trade-off studies as a design technique sustained a high growth rate
in the 1960's and appear to have matured in the early 1970's.

5.1.3. Maintainability Test and Evaluation Branch

The test and evaluation branch can be split into three main subbranches: methods, statis-
tics, and reporting/evaluation as shown in Figure 19. Greater emphasis appears to have
been given to test methods than to either of the other two subbranches. This emphasis
started in the early 1960's and has continued to the present.

Interest in maintainability testing evolved in the early 1960's and has continued into
the 1970's with publication of improved methods for maintainability demonstration. A
normal carry-over from demonstration testing is the need for feedback data and other re-
porting mechanisms. The reporting and evaluation subbranch received emphasis in 1965
and leveled off in the early 1970's. Concern with the accuracy and application of feed-
back data has stimulated new growth in the mid 1970's.

The application of statistics in developing test methods has been a natural development.
Maintainability demonstration, for example, is primarily concerned with the measurement
of active maintenance downtime. Measurement of both preventive and corrective mainte-
nance downtime is generally conducted using statistical test methods under carefully de-
fined conditions. Interest in statistical techniques shows a steady increase starting in
1965 and maturing about 1970.

5.1.4. Maintainability Management Branch

This branch is the most difficult branch to assess as it has the most complex structure.
Figure 20 shows the five main subbranches: (1) organization and management, (2) logis-
tics, (3) availability, (4) procurement, and (5) cost. All subbranches showed growth
patterns in the 1960 - 1970 decade. Organization and management's growth can be traced
to the military's desire to formalize maintainability into a firm contractual requirement.
Logistics concerns grew dramatically in the U.S. in the 1960's as the Defense Department
put increased emphasis on lowering operation and support costs.

Availability deals not only with failure (reliability), but also with repair (maintain-
ability). After its original emphasis in the mid 1960's, availability appears to have
experienced little or no growth in the 1970's until the past several years. Procurement's
rise through the 1960'p is traced to specification of maintainability requirements in
military contracts. The need to specify quantitative requirements forced more considera-
tion of maintainability in specifications.

5.2. Maintainability Branch Correlation With General Applications

Correlation of the most active main branches of maintainability with general applications
indicates a strong influence of maintainability interest within the U.S. Department of
Defense and a lesser influence by NASA.

NASA interest in maintainability is primarily in the space environment. The literature
has been sparse with respect to number of published articles. Awateness of the impor-
tance of maintainability by NASA did not really emerge until the middle 1960's. It ex-
hibits a peak in the late 1960's when the space program design effort was at its peak.
Maintainability interest in the 1970's can be expected to increase with renewed emphasis
on longer manned space missions.

The data base does not show a large interest in maintainability in consumables, construc-
tion, or industrial short-life equipment. However, the literature indicates a concern
for maintainability by those compani, s manufacturing equipments which they sell or lease
but continue to maintain throughout "he equipment's service life. Computer and copying
machine manufacturers are examples. The thrust for consumables has been more towards
reliability, product liability, and quality control. Maintainability interest with re-
spect to industrial long-life equipment appears to have been a significant concern for
commercial aircraft. Here again, the reasons appear to be economics and consumer satis-
faction since the airlines perform their own maintenance.

6. CONCLUSIONS

The preceding discussions examined the growth of the reliability and maintainability
disciplines by developing growth curves of the vari us branches within each discipline.

_ _ _ .. L



Figure 21 summarizes how the emphasis has shifted within each discipline from '960 to
1975. Reliability had a high emphasis on management and test & evaluation in the late
1950's and early 1960's. However by 1965 the emphasis had started shifting more to
analysis and design, and this trend has continued to the present. Maintainability, on
the other hand, had high emphasis on design in the early 1960's, but this has subsequent-
ly shifted to management and test & evaluation.

Several conclusions regarding present and future emphasis of reliability and maintain-
ability have been reached as a result of the research. As noted earlier, military and
space activities have strongly influenced the development of both reliability and main-
tainability in the U.S. Current trends, however, indicate that the energy (power) and
other service industries will play a major role in influencing the growth trends in the
future.

In recent years more attention has been devoted in the literature to the implications of
equipment reliability on safety issues. Analysis techniques, such as Fault Trees, have
been developed which are useful in both reliability and safety analysis. Many articles
have dealt with these techniques. This area has been growing noticeably in the recent
past and appears to have potential for continued rapid development in the future.

Product liability is potentially a very complex area with safety and reliability issues

combined with the complicated legal implications involved with consumer protection. It
is experiencing a substantial growth rate. These issues are important because court
decisions could have significant effects on the amount of analysis and testing a manu-
facturer may have to undertake in order to demonstrate that his product is safe and
reliable and to precisely define the environmental rating.

Finally, a structure has been evolved for the reliability and maintainability disciplines
which the authors believe can be used for organizing symposia, classifying papers, and
producing useful bibliographies.

I]
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DISCUSSION

H.S.Balaban. US
Another indicator of trends in reliability and maintainability could be the number of R & M courses taught in
universities. Has any research been performed in this area?

Author's Reply
While there appears to be courses in some universities on reliability these tend to be on mathematical (statistical)
reliability. To the best of my knowledge, they do not consider the engineering aspects of reliability (physics of
failure, stress and strain, prediction and demonstration etc.). I am not aware of any courses in Maintainability
Engineering in civilian universities. The Naval Postgraduate School, the Air Force Institute of Technology and the
Army Management Engineering Training Activity have courses in R & M Engineering and a number of short
courses are also given on these subjects by various organisations.

Questioner Unknown
Did you use Citation Analysis to determine the impact of significant particles in generating literature?

Author's Reply
References in the papers were used as a lead. The difficulty in citation involves different phenomena such as
classification.

The annual conference on reliability and maintainability held in the US uses a number of key-words for indexing
developed by the American Society for Quality Control. No citation index is useful however unless it is
periodically updated to keep pace with technology. Citation Analysis at the moment is greatly outdated for
present needs.

H.A.T.Timmers, Ne
You have given several statistics on the attention paid to Reliability and Maintainability, divided over several
industrial activities and within the branches which can be distinguished. Are statistics also available on the Hardware
versus Software aspects of systems? If so, what is your analysis/opinion?

Author's Reply
We did not track Software Reliability and Maintainability in our study since we did not have ready access to some
of the software publications at the time.

My own personal opinion is that Software Reliability has been in a rapid growth pattern since about 1970 and
there are new journals and symposia devoted to it. Software Maintainability (really Software Configuration
Management. in my opinion) has begun to appear in the last two or three years as a subject of papers.

W.Ehrenberger, Ge
According to your graphs the overall number of pages has shown a decrease in recent years but there has been no
fall in the actual number of published articles. Is this because papers are becoming shorter?

Author's Reply
I am sorry if I misled you in my talk. The number of pages published in three-year intervals was used on/y for
books (Figures 5 and 15). The other figures for periodicals were the cumulative number of articles and thus do not
fall but eventually reach saturation. The number of pages is not, however, a good indicator of articles published.

4t
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DIFFICULTIES IN PREDICTING AVIONICS RELIABILITY

by

J.E. Green
Royal Signals and Radar Establish!-ent

Great Malvern, U.K.

SUMMARY

Conventional numbers count predictions when viewed In retrospect have
often been misleading, and the reasons are considered. Several factors
which significantly influence reliability are normally ignored, such as the
type of aircraft, the duration and type of sortie, the frequency of use, and
the incidence of reported but unconfirmed failures which nevertheless result
in maintenance actions.

Failures are non-exponentially distributed during a sortie, although
conventional predictions are based on the exponential distribution. Against
this difficulty, various proposals for predicting avionics reliability are
considered.

The difficulties in making predictions for the latest microelectronic
devices are also considered with reference to MIL-HDBK-217B, in particular
reviewing the potential reliability of LSI and microprocessors. The sig-
nificance of the choice of quality factors is noted.

The paper concludes with some thoughts on the future approach to the
prediction problem if any credibility is to be retained.

INTRODUCTION

When an avionics reliability prediction is called for, most people immediately think of a numbers
counting exercise, assuming a constant failure rate for each type of component and using data from a
recognised source such as MIL-HDBK-217B. This type of activity has continued since the earliest days of
reliability engineering for electronics, and is dependent on the assumption that the probability of failures
during the useful life period of an equipment can be described by an exponential distribution. Over the
years there have been many equipments which have failed in service to meet the reliability prediction, often
by a substantial amount,

1 
and I feel that the time has come to review our whole approach to the subject of

predictions with the object of seeking improvements.

Those involved with avionics projects who are not practising reliability engineers often seem to think
that predictions are our major preoccupation, which is not true. However, I would suggest that predictions
have caused more damage to the status of reliability engineers than any other of their activities. One
remembers such frank papers as "The Numbers Game - Who Wins?

'2
, and "Reliability Prediction - Help or

Hoax?"
'3 

which appeared a decade ago, yet since then the basic method of making avionic predictions has
hardly changed. So, what can we do to improve the situation for future avionics?

Requirements for predictions are not limited to the numbers count procedure of course. Indeed, the
first estimate is required at the time of formulating the Staff Requirement when there is no hardware. Then
come the definition and design phases, and assembly of the prototype models, when the component populations
become known and conventional predictions are made. During development there is a progressively improving
situation, and reliability growth modelling techniques are applied to predict the future standards which
should be achievable. Then there are formal demonstrations on late development and/or early production
models, where the outcome is viewed by the customer as an assurance of the standard which will be realised
in service use. It can be regarded as a late prediction, but actual reliability on the aircraft may turn
out to be embarrassingly different, and usually lower! That is when the moment of truth has to be faced!

Fig. 1 shows the degree of uncertainty which is associated with reliability predictions made at
various stages in an equipment life cycle. Uncertainty tends to increase with equipment complexity and
with the introduction of new technology.

Fig. 2 shows the typical way in which the reliability standard improves as the project proceeds.
After introduction to service, further improvement continues as a function of user experience, maturing
production and often incorporation of late modifications. So, referring back to the numbers count predic-
tion made during the design phase, where was it supposed to apply in the life cycle? In the U.K.,
avionics predictions normally refer to a time 18 months after first introduction of a new equipment to
Service squadrons. As a general guide, by that time it will have settled down in service and the MTBF
reported will often approximate to that calculated by reliability growth modelling of development operating
experience. The initial MTBF reported in service tends to be only about half that figure.

ADDITIONAL FACTORS AFFECTING AVIONICS RELIABILITY

Although the introduction to MIL-HDBK-217B includes the very true words that "other variants can
affect the stated failure rate of a system", in practice most predictions will be limited to quantifying
the variables included in the failure rate models for each part of the system. The environment of an
avionic installation will be allowed for by a single factor for each part, simply according to whether an



equipment is in an inhabited or an uninhabited region of an aircraft. The factor will be the same
irrespective of the type of aircraft and the sortie duration.

Is it reasonable to expect that a given equipment installed in the crew area of a long range Jumbo
airliner will have the same failure rate as when it is installed in the cockpit of a short duration high
performance military fighter aircraft? I think not, and I feel that few would disagree that additional
factors must influence avionics reliability.

Table 1 lists the more important of these factors.

Type of aircraft

Installation environment

Sortie duration

Frequency of operation

Non-exponential failure distribution

Reporting system

Experience and skill of maintenance
personnel

TABLE 1. ADDITIONAL FACTORS AFFECTING AVIONICS RELIABILITY

The problem is to obtain sufficient data from a range of different aircraft and equipments which will
permit the derivation of a mathematical model allowing for these pertinent factors. In the U.K. we have
made some progress in this direction, in fact as far back as 1969 at the NATO Conference on Operations
Research and Reliability, Mr R. Chaplin of the U.K. Royal Aircraft Establishment presented a very relevant
and interesting paper.

4 
He had used regression analysis methods in order to derive K factors according to

type of aircraft, and what he called an "equipment characteristic defect rate X". The latter, although
based on the conventional numbers count prediction from parts, using the then current MIL-HDBK-217A was a
non-linear function of that calculated prediction. X became progressively less than the predicted figure
as equipment complexity increased.

Chaplin also presented data to show that the probability of failure decreased as a function of
elapsed sortie time, and he noted that reliability was influenced by system duty cycle. Indeed most of
his deductions are still correct a decade later, yet little attention seems to have been given to them
outside the U.K.

Let us examine the factors listed in Table I in more detail.

Type of Aircraft and Installation Environment

It is convenient to consider these two factors together. The environmental stress levels which can
promote physical and/or chemical degradation processes leading to equipment failure will clearly be a
function of the aircraft installation. Although in the conventional prediction an allowance is only made
for temperature, and then often only for a constant temperature, in practice there is vibration and perhaps
significant levels of acoustic noise, together with humidity and condensation. Ideally, adjustments to
the prediction would be made for each of the different kinds of environmental stress, but in reality any
adjustments attempted can often only be based on previous experience with a similar class of aircraft and
will include a degree of personal judgement. Even then attention has to be given to the experience and
anticipated capability of the designers to evolve a design which will afford protection from potentially
damaging environmental hazards; perhaps another K factor for quality of design!

Currently we are using a K factor according to type of aircraft and installation. Fig 3 shows the
general trend of this factor (KA) when plotted against the scheduled flying hours per annum of various
aircraft. Those with a high schedule are nearly always large aircraft mainly involved on long duration
flights, whereas the low schedules are predominantly high performance fighter type aircraft flying relat-
ively short sorties.

Where the KA factor specified for a particular installation deviates from the graph, there will be
logical reasons for the difference, although the actual adjustments will often depend on personal experience
with other equipments and aircraft.

For example, a high speed aircraft used for low level operations will tend to have a higher KA due to
buffeting effects on the airframe, a long duration aircraft on a low duty cycle will tend to have a lower
KA on account of longer operating periods, and an electronic installation on an extremity of an aircraft
such as the top of the tail fin would tend to have a higher KA because of high environmental stresses.

With a new aircraft project, decisions about KA factors will inevitably be tentative, but predictions
have to be made, and if attention is drawn to past experience of environmental hazards associated with
similar installations then action can be stimulated to investigate and attempt to minimise the risks. It
seems paradoxical in the case of MIL-HDBK-217B to use electronic part failure rates which arc to several
decimal places implying high accuracy, and then only apply relatively coarse factors to allow for the
aircraft installation ie Inhabited or Uninhabited.
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Turning to the temperature dependence of part failure rates, everyone accepts that at high temperatures
failure rates will increase. But in the case of avionics, what about the impact of low temperatures? At
increasingly low sub-zero temperatures differential expansion effects will lead to increasingly high
mechanical stress levels in parts, and the properties of semiconductors often change to an extent that
circuit performance is affected. The risk of failure must increase with increasing mechanical stress and
abnormal electronic functioning. Indeed MIL-HDBK-217B devotes one page in capital letters to impress
caution;

"EXTRAPOLATION OF ANY OF THE BASE FAILURE RATE MODELS BEYOND THE TABULATED VALUES, SUCH AS HIGH OR

SUB-ZERO TEMPERATURE ------ IS COMPLETELY INVALID".

This caution about sub-zero temperatures is nearly always ignored in the case of avionic predictions.
Moreover, the contractor is usually called upon to carry out a reliability demonstration involving
repeated temperature cycling down to -54*C with cold switch-on.

Fig. 4 illustrates one of our current methods of adjusting the prediction for temperature, using a
factor KT - Failure rates increase at sub-zero and at elevated temperatures, and are at a minimum in the
range 0-20*C. In order to allow for temperature changes during a typical sortie, KT is integrated for the
time/temperature profile of the operating period and a mean RTT is calculated. Temperature refers to the
typical ambient inside the equipment. KT is applied as an overall adjustment for temperature in the
prediction, and will apply to all parts operating at not more than specified moderate electrical stress
levels.

Sortie Duration

Kujawski and Rypka of Litton Systems
5 
studied the relationship between the operating cycle and

reliability of four types of solid state electronic equipment and concluded that the observed failure rate
was a function of the operating cycle. They proposed that predicted failure rates based on MIL-HDBK-217B

3
should be adjusted by a factor - where T = length of the operating cycle. If the operating cycle

approximates to sortie duration, this means that an avionic prediction should include an additional factor
of T

-0 -5 . 
Our approach has been to use a KA factor which is specific to each type of aircraft, and sortie

duration was only one of several contributory factors which wnrg considered. Although our figures are
derived from empirical data it seems that an adjustment of T

-
u, for sortie duration is not unreasonable.

The important point is agreement that the prediction must include some form of adjustment for sortie
duration. Refinement of any proposed model can only come from careful study of sound field data.

The evidence indicates that in most cases the contribution to overall failure rate is relatively smal:
for the period when the equipment has warmed up and is operating under fairly stable moderate thermal
conditions. Risk of failure is concentrated in the early part of the equipment operating period. This
concept is readily understood, and it follows that avionics on short duration aircraft will exhibit a higher
overall failure rate.

Frequency of operation

There is abundant evidence that as electronic equipment is operated less frequently, any failures are
more likely to occur either at power switch-on or during the early part of the operating period. Attempts
to quantify the risks have been directed mainly towards trying to establish dormant failure rates, and for

1 1
avionics, figures in the range to - of assumed constant failure rates when operating are typical. We

normally use 
a figure of 

1
40 '

In addition the risk of failure attributed to the action of switching on power has been tackled on the
assumption that each switch-on could be equated to a number of operating hours. A U.K. study concluded
that the equivalence "varied from 1-10 hours, with a median value of 3 or 4 hours. If this value is taken,
it is considered unlikely to be more than a factor of two in error for most military electronic equip-
ment .--. For avionics, a tentative figure of 3 hours has been assumed.

Kujawski and Rypka considered the effects of frequency of operation on equipment reliability and
concluded that each switching cycle was equivalent to an average of about 6 hours continuous operation
with a standard deviation of 2 hours approximately. In this case the switching cycle covered the actions
of switching on and off and the first 10 minutes of operation and presumably all time when the equipment
was not energised. Their 6 hour figure is not greatly dissimilar to the figure we would derive by adding
failure risks attributable to the dormancy period and to power switch-on. We concur with their obser-
vation that identical equipments operating under different "on-off" duty cycles exhibit different failure
rates. One U.K. example was a coMputer which had been operated continuously and was then changed to
operating 16 hours per day with close down over week-ends. The overall failure rate then increased by
about 20% and the Monday morning situation was often the worst. The operators used the expression
"Monday morning sickness" to describe the computer's state!

Non-exponential failure distribution

There are several reasons for expecting a higher probability of failures during the early part of an
operating periods-

(a) Any deterioration during the preceding non-operating period will result in particular components being
more vulnerable to stresses in the operating mode. Parts may be mechanically stressed during cool
down following switch-off, and chemical and physical processes may be active during dormancy as a
function of environmental conditions,
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(b) During aircraft maintenance, avionic equipment may be subjected to mechanical stresses.

(c) At switch on, and again as other aircraft systems are switched on and tested, high transient electrical
stress levels may occur.

(d) During take-off at maximum engine power, higher mechanical stresses will tend to be applied than those
occurring during steady flight.

It is virtually impossible to quantify dormant failure rates, but data can be collected on the times
after switch-on when failures occur. All the evidence Indicates that failure rates decrease as a function
of operating time, and various mathematical nodels have been proposed.

Examples were given by first Peacore
6 

and thn Shurman
7 
with data from the operation of AWACS on

Boeinj 707-320 aircraft. Fig. 5 is a reproduction with acknowledgement to Peacore, showing the differences
in reliability which would be predicted depending on whether the exponential model or the Boeing time-
dependent model was used. The corresponding reliabilities for the normal 10 hour flight duration were
0.86 and 0.93. The models predicted the same reliability at 3.5 hours. In terms of failures, the time
dependent model predicted only about 271 more failures in 10 hour flights than in 3.5 hour flights. Even
more impressive is the result after refuelling in flight, when "the failure rate for the refuelled AWACS
flight is typically 1/5 to 1/6 the average failure rate of the flight period prior to refuelling".

Peacore proposed the following reliability model to fit the observed experience with AWACS:-

/, 0

R ~ 0.08) 14o(1)R(t)  (t / +.. 0.08

where t was the elapsed scrte time, and Xo was the equipment failure rate after 14 hours flight when it
had become virtually constant.

Three years later, based on more experience and studies, Shurman proposed the following amendment

R(t) = (l+O. 7 .....T(2)

where T was the normal sortie duration.

Shurman's model can be rearranged to the sane form as Peacore's model, ie

/ 0.08 0.45To(

R(t) (t + 0.08/ (3)

If the additional variable T is now substituted to correspond with Peacore's equation ie T - 14, the
reliability exponent becomes 6.3 Xo, which is different to that in Peacore's model. The explanation is
that Shurman's Xo is the failure rate after flight durations of 0.7T and not 14 hours. Apart from this
complication, the models are essentially the same. However it does raise the question as to what flight
duration predictions are supposed to refer?

Our aproach was to make a prediction A for the normal sortie duration using our aircraft factor KA
and constant failure rates for parts. Then we applied the following model to predict reliability for
various times into the sortie, or differing sortie durations.

R - exp(-XTO07 t 0.. (4)

where T - normal sortie duration

t - elapsed operating time on sortie

When t is the normal sortie duration, reliability becomes the usual exp -AT.

Of course there is a contradiction in applying constant part failure rates to make a prediction,. when
it is clear that failure rates are not constant during a sortie; but how else can the prediction prcblem
be tackled when all known parts failure rate lists assume the exponential distribution? That has Always
been the basis of conventional predictions for electronics.

The reporting system

Predictions are compared eventually with the reported failure rates in service, and any differences
are highlighted. It is important to review carefully the basis and validity of the reported field
experience, because adjustments are often necessary before a true comparison can be male. Considerable
errors can occur in the accounting of both failures and time. Kern of Hughes Aircraft re-examined
reported MTBFs for 16 avionic equipments, and the revised MTBFs showed increases by factors ranging from
1.2 to 2.7 with an average of twice the reported figures.

Historically most aircraft defect reporting systems were planned to provide logistic support data in
terms of airframe flying hours, spares used and maintenance man-hours. However, flying hours are rarely
the same as avionic operating hours. For example an equipment is switched on for checks before take-off,
and with complex systems this ground running time can be a significant addition to tte flying time. In
contrast a few equipments are operated only when required during a particular phase of a flight eg during
landing approach. Other errors can arise in the reporting system for repair activities, especially if

elapsed time indicators are not fitted. Defective equipments will be removed from the aircraft and will
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undergo additional operation in workshops during repair and check out, and usually again after re-
installation. Amongst equipments with high failure rates, there are examples where this additional
ground operating time has exceeded the actual flying time. If flying hours only are counted, and all
events which result in consumption of spare parts, then reported failure rates will be misleadingly
higher.

The rules for accounting failures are an increasing problem as avionics become more complex. Whereas
the failure of a part can be defined in terms of inability to meet specified performance parameters, such
an inability does not necessarily result in equipment failure. Moreover some degradation in equipment
performance may be tolerated before a failure is declared.

Then there is the well known category of "No fault found" which for some units can be as high as 40!.
Aircrew report a real malfunction which is not evident later in the different environmental conditions of
the workshop, and despite close examination maintenance personnel are unable to find anything wrong. An
equipment in this category can be moved several times between workshops and perhaps different aircraft
before the cause of the original failure is diagnosed. Several failures may be counted instead of one,
furthermore operating time in workshops may not be counted.

In view of the many criticisms of avionic predictions, it is important from the outset to ensure that
the same rules will apply for acccunting of time and failures both for the prediction and for the reporting
system. Don't leave it until there is an enquiry into the reasons why the in-service reliability is so
disappointingly low. Retrospective adjustments to failure rates reported by the user are likely to lead
to further disenchantment with predictions.

Experience and skill of maintenance personnel

The reliability of any electronic equipment which experiences failures will be influenced by the
capability of people to identify failed or defective parts, and their skill in restoring the equipment to
a fully serviceable state. Unfortunately the complexity of modern equipment is such that slightly
defective parts are not always detected. Sometimes these are parts which have suffered a degree of
overstress as a secondary effect when other parts failed. In many cases the intricacy of the assemblies
makes them vulnerable to inadvertent damage during repair activities. Repeated maintenance work on an
equipment certainly lowers its reliability. Kern found that after allowing for discrepancies caused by
the reporting system, almost half of the remaining differences between field and either predicted or
demonstrated MTBFs were attributable to maintenance handling!

When making a prediction for a new avionic equipment, only a tentative adjustment can be proposed for
this factor. It depends on skill and training, and on the accessibility provided by the designers, but an
attempt should be made to assign a contingency factor for the impact of maintainability on equipment
tailure rate. Maybe if Kern's figure quoted above was used, it would motivate those responsible for
maintenance to do better!

LSI

It is appropriate to review briefly the current situation with predictions for integrated circuits,
because they form an increasingly important part of avionics. MIL-HDBK-217B is the recognised reference
document used when predicting failure rates for LSI devices, memories, microprocessors, etc., and most
reliability engineers will be familiar with the mathematical models. Few who have used them will not
have reflected on the contrast between the implied accuracy in some of the figures which are given to
several decimal places, and the compounding multipliers for quality which are quite coarse and can range
from I to 150; also if the device is a newly introduced production item a further multiplier of 10 is
applied.

There is certainly a problem in deciding how best to deal with the quality factor. The manufacturing
processes require an extremely high level of quality control before there is any economic yield from the
production line. In general as production experience accumulates, the product improves, and any risk of
failures due to initial manufacturing lapses lies mainly with the occasional sub-standard batch. Given a
long production run, most delivered silicon devices are potentially failure free, and the future reliability
prospects are extremely good. The quality factors attempt to reflect the extent of screening.

Circuit complexity was an important influence on failure rate in the past, but it has rapidly dimin-
ished. Successive amendments to MIL-RDBK-217B have introduced changes to the adjustment factor for
complexity in an attempt to keep pace with the continually improving reliability standards. But prggress
in technology is so rapid that today even predictions made in accordance with the 1978 amendment seem
rather high for devices with many thousands of gates. Mr P.D.T. O'Connor has studied the problem and
in Paper 1-5 will be presenting a new model for complexity based on the square root of the number of gates.

At present I feel that reliability predictions for LSI devices are still very tentative and that
further changes to the models are inevitable as even greater complexities are achieved and new technologies
are introduced. The extensive effort by RADC to evolve suitable models has been mst commendable. For
avionics it is rather fortunate that LSI devices have in most cases lived up to their initial promise and
made so little contribution to overall failure rates.

FITURE TRENDS

At the root of the problem of making realistic predictions for modern electronics is the fact that
the potential failure rates of the parts have progr ssively reduced to the point where they are extremely
low, approaching zero, and we now have units of 0- failures per hour. At this level any occasional
lapse in quality control during manufacture, or in equipment design application, or any overstress at
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any time, can lead to observed failure rates which are orders higher. Therefore factors other than the
potential failure rates of the electronic components dominate the reliability experience with the equipment,
and this is particularly so in the case of military avionics.

Looking into the future, the situation seems unlikely to change except that the potential failure rates
of the electronic components will become even lower. If predictions are to retain any credibility more
attention will have to be given to quantifying the external factors which influence reliability at equip-
ment level. Even then, it will be advisable to emphasise the degree of uncertainty attached to predictions,
and not present figures at equipment level which imply unjustified high accuracy.

Emphasis on predictions may well begin to move away from the traditional numbers count procedure in
the design phase, towards predicting from reliability growth modelling of operating experience during the
development phase. Greater attention is likely to be given to long term operation of prototype avionics
in combined environmental test facilities. These will endeavour to simulate conditions monitored at the
aircraft installation during varying types of sortie and when on the ground.

CONCLUSIONS

1 Most avionic reliability predictions have been inaccurate, and factors other than listed part failure
raes have a greater influence on observed equipment failure rates in service.

2 For a given equipment, failure rate is a function of the type of aircraft and installation, and not
solely whether the installation is in either an inhabited or uninhabited region.

3 There is little doubt that failures are not exponentially distributed in time. Failure rates are
dependent on elapsed time (t) following switch on, and decrease as the sortie progresses. A
provisional equipment reliability model is of the form R - exp(-CAt

0
"
3
).

4 For a given sortie duration, if the aircraft is flown more frequently, the observed failure rates
will tend to decrease.

5 Retrospective comparison of predictions with in-service experience is complicated by incompatibilities
of the reporting system.

6 The potential reliability of LSI is undoubtedly remarkably high, but failure rate prediction is as
yet a doubtful procedure.

7 In the future, if avionics predictions are to retain any credibility, the traditional approach will
have to be modified.
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RELIABILITY GROWTH MODELS

W. M. Woods

Naval Postgraduate School
Monterey, California, USA

SUMMARY

The purpose of this paper is to introduce the concept of reliability growth models, indicate how they are
used in the system acquisition cycle, and show how they can be evaluated for accuracy. Two reliability
growth models are presented - one for time data and one for attributes data. Their uses are discussed and
the methods for evaluating them are presented in graphical and tabular form. Both models show reasonable
accuracy for reasonable amounts of testing under a wide variety of actual reliability growth and non-growth.

1. INTRODUCTION

Newly designed components of commercial and military systems frequently display low initial reliability in
early development. Engineering evaluation tests early in the development phase hopefully result in design
changes that improve this low initial reliability. Subsequent test programs such as qualification test
and subsystem performance test may result in additional changes in design, fabrication, and production that
provide additional reliability growth. Field test may generate additional changes that initiate still fur-
ther growth in reliability. The growth that occurs in component reliability is due to changes in hardware
or in a process. Reliability growth models are designed to estimate this rate of growth. They can provide
an impartial measure of growth or non-growth in reliability during all or part of the acquisition cycle.

Reliability growth models should be used as a management tool. They are intended to assess reliability
trends rather than precisely measure current reliability. For this reason, they are not the best device to
assess or demonstrate reliability against a contractual goal. They should be used as an unbiased source of
information to detect and track reliability growth and to point out problem components.

Since the underlying reliability progress pattern may vary greatly from one component to another, useful
reliability growth models should be able to accomodate widely different "growth" patterns with a reasonable
degree of accuracy. Since components differ in type with respect to operating characteristics; e.g., cycle
type vs continuously operating type, different reliability growth models are needed to be compatible with
the type of hardware and corresponding test programs.

In this paper, a reliability growth model based on time data and a discrete reliability growth model based
on attributes data are presented and evaluated. Their applications are discussed and quantitative measures
of their accuracy are provided. Their accuracy is displayed not only for "nice" underlying reliability
progress paths; but also for underlying patterns that exhibit reliability stagnation and degradation prior
to continued growth and patterns demonstrating no reliability progress.

The two reliability growth models presented can be employed for reliability tracking at the system level,
sub-system level, and/or the individual component level during any phase of any acquisition cycle includ-
ing retrofit programs. "Component" and "item" are used to reference an entire system, or a sub-system, or
an individual component.

2. TWO RELIABILITY GROWTH MODELS

2.1 CONTINUOUS RELIABILITY GROWTH MODEL

The continuous reliability growth model presented here assumes an exponential failure distribution. It
provides failure rate estimates of each of several versions of a component which evolve from changes during
its development process. The symbol Xi denotes the failure rate per specified time unit for the ith

version of the component or correspondingly during the ith testing phase. The phases are determined by
decisions or changes in the acquisition process that are believed to affect reliability significantly.
These phases can be determined by the user as the acquisition process develops. The data needed to employ
the model are the number N. of components tested in phase i, total accumulated test time T. in phase
i, total # of failures Fi 

1observed in phase i, and the number of test phases K or changes I in the
acquisition process to date.

It should be noted that Ai denotes failure rate in the same time units as Ti . The model for the failure
rate XTT after a total of TTK units of time have been accumulated over K phases is

K

TT = (l-a)b(TTK)a (2.1)
TK

where TTK . TI + T2 + ... + TK . That is, equation (2.1) is used to model the growth curve established by
the true values IA 2 ,X3 ... 'XK * Estimates of the parameters a and b in equation (2.1) are updated
each time a new phase is entered. This can be at any arbitrary point in accumulated test time TTK . That
is, at any time point TTK of accumulated test time, the parameters a and b are reestimated from the
observed total test times T,T 2 .... ,TK and the observed number of failures F,F 2 .... IFK in each of the
observed K phases. Any test plan may be used for this model. The one for which the accuracy evaluations
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were performed in this paper is truncated in time. That is, each item tested in any phase is tested until
failure or until a predetermined test time which may be unique for each item.

The procedure for obtaining current estimates aK and bK for a and b respectively in the Kth phase

uses the nearly unbiased modification of the maximum likelihood estimate K for XK defined by

KN K F if FK > 0 (2.2)
2NK 1/2
lK--NK 1/2 - if FK= 01+2N K TK i FKO

It also uses all corresponding estimates l .... K for the previous K-1 phases. The update estimate

jTT for XTT at time TTK in the Kth phase is
K K

TT = (l- K)6K(TTK) (2.3)

K

To obtain the ordinary least squares regression estimates aK and 6K for a and b at the end of the

Kth phase, the data pairs (In 1i' In TY are employed as follows: Let Yi = In i Xi = lnTTi

K = (Yl+Y2+"+YK)/K and XK = (Xl+ X2 + "'" + XK)/K for i = 1,2 .... and K = 1,2.

K KSxjYj - YK xj
Then aK = j K and (2.4)

K

J ~j=l
K 1 exp(YK aKXK) (2.5)

I-aK

for K = 2,3,... Note that the regression methods requires observations on the results of two test
phases; thus, model parameter estimates are made for the second thru the Kth test phase. The instantaneous
failure rate estimate given by equation 2.2 for K = 1 is used for the first phase of testing.

The ability of this model to track actual reliability growth patterns (i.e., decreasing failure patterns)
was evaluated by computer simulation. The results are provided in Appendix A. A wide variety of growth
patterns were used. Failure rate values were used that are indicative of early development. The sample
sizes used were quite small in many of the cases simulated. In nearly all cases the estimated growth curve
provided a reasonable track at the actual failure rate curve. As the amount of testing increases, the es-
timated growth curve approaches the true growth curve. The accuracy of the model can be visually assessed
by examining the figures in Appendix A that show the true growth curve and the estimated growth curve ob-
tained from the model.

Another characteristic that depicts the model's accuracy is the standard deviation s- of the failure^ TTK
rate estimates XTTK obtained in the simulations. A normalized version of this is given in Table 3.2 and

provides an indication of how likely the estimated value of ATT is to stray from the true X value on
K

any one computation.

2.2 DISCRETE RELIABILITY GROWTH MODEL

The discrete model provides reliability estimates of each of several versions of a component which evolved
from changes during its development process. The reliability growth pattern being estimated is the growth
in the probability of passing a designated test. If these are mission environmental tests then the model
provides estimates of mission reliability. If the environmental levels do not approximate mission environ-
ments, then it estimates something other than mission reliability.

The model assumes that a type of component will see several phases of improvement during that portion of
its life cycle to which the model is being applied. RK denotes reliability in the Kth phase or modifica-
tion to the type of component. Specifically, the model is

RK = 1 - exp {-(i + BK)} (2.8)

for K = 0,1,2,..... The K-O phase denotes the phase prior to any modification. The model assumes testing
is performed in each phase until a specified number of failures are observed at which time a change may be
made. No assumption is made about the distribution of the time to failure. Only attributes data are used
with this model.

The model provides a current estimate of component reliability at any point in the testing program. It
uses past estimated values and current test data to obtain estimates & and 9 in the model. This in turn
provides an estimate of current reliability.
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The estimates &K and K for a and 6 at the end of the Kth phase are obtained using linear re-
gression methods and an unbiased estimator for (a+BK). The data collected during testing in the Kth phase
is the following: Let FK = the total number of failures during the Kth phase, and N = the number of

tests between the (j-l) st failure and the jth failure, including the jth failure, in the Kth phase,
j 1,2..... FK

An unbiased estimator YjK of the quantity (%+BK) using the jth sequence of tests in phase K is given by

(Chernoff and Woods, 1965):

J if Nj,K 1 (first test was failure)

Y. ( k). 1 1(2.9)
jK jK + + + -l if NjK > 2

1 
J,K

for K = 0,1,2,... and j = 1,2,3,....FK . Since NlK,N2 ,K.. NF ,K are independent random variables,

then YK = (YlK + Y2K + + YF K)/FK is unbiased. Then least squares estimates aK and 6K for

a and B at the Kth phase are

K

-20 and (2.10)_(j _)

K Y - aK K (2.11)

for K = 1,2,3,..., where Y = (Y0 + YI + "'" + YK)/(K+l) and K= (1 + 2 + ... + K)/(K+I)

Finally, these aK and AK estimates are utilized in the discrete reliability model, equation 2.8, to

produce sequentially the model estimates of the modified component reliabilities RI,R 2,... from the equa-
tion

RK = 1 - exp{-(cK+8K K)} (2.17

for K = 1,2,3,..... Note that since the regression procedure requires a minimum of two observations,
model reliability estimates are produced from the first modification thru the last modification. A relia-
bility estimate for original version of the component is

RO0 =  1 - exp{- YO}( .3

3. EVALUATION METHOD

Performance evaluation of the continuous failure rate reliability growth models and the discrete reliability
growth model was accomplished using Monte Carlo simulation. Computer simulation permits the analyst to
specify and control the underlying reliability path of growth. To evaluate the accuracy of a proposed re-
liability growth estimation model against a given growth path, the following steps are followed:

1) Specify the sequence of reliability values (or failure rate values)
that reflect the desired growth path.

2) Specify other parameters such as sample sizes and number of failures
before a fix in the test procedure.

3) Generate the test data via computer simulation and compute the relia-
bility estimates using the proposed growth method for each phase.

4) Compare the reliability estimates obtained from the model with the
actual values specified in 1) and analyze their differences.

5) Repeat 2), 3), 4) for different parameter sets and test plans to
determine behavior of the model.

6) Repeat 1) through 5) for different reliability growth paths.

In this paper, to assess the models' accuracies, the simulations were replicated one-hundred times for each

underlying reliability progress path specified. The average values (arithmetic means) of the models' esti-
mates of the parameter utilized in the characterization of the underlying reliability progress path were
computed to provide a measure of the models' accuracy. Average values of reliability or failure rate esti-
mates were computed at the end of a test phase. For each particular reliability growth model, test struc-
ture, and specified underlying reliability progress path, a graph was prepared depicting the true under-
lying path and the model's mean estimated value for the reliability or failure rate at the end of each test
phase. A selection of these graphs is provided in Appendix A.

Managers are concerned with only one "replication" of the reliability progress path estimation. Given that
the mean performance of a reliability growth model is satisfactory, managers need to know if the model can
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be trusted to deliver satisfactory performance on that single "replication". This concern equates to the
question of variability (precision) in the model estimates; i.e., does the model deliver "tight groups"
around the mean values of its estimates? To measure variability, the standard deviation of each model's
reliability or failure rate estimates from the mean value performance was computed for all phases of all
simulations. Variability performance of the reliability growth models is presented in tabular form as a
percentage standard error (PSE).

Formulae for the sample (100 replications) mean, sample standard deviation, and percentage standard error
(PSE) for the continuous reliability growth model are given below where NSIMS 100 = number of replications.

A = N(S TTATT NSIMS TT(3.1)

K ~ 100~

1 NSIMS (3.4)

K SMS ~ KlS.^ = (R TK)2 and2
D'STTK rl ( T,r(35

S.D.T

P.S.E.TT x 100 (3.3)

TT
K

Similar estimates an the discrete reliability growth model are as follows:

7-NSIMS

RK NSIMS RK,r 34

IS NSIMS 2

S.D.tK fI 2 E (RK, r RK)  and (3.5)

s.D.R
p.S.E.RK x 100 (3.6)

K

for K =0,1,2,....

Figures 3.42 thru 3./7 in Appendix A depict the accuracy of the continuous instantaneous failure rate re-
liability growth model for the failure rate (lambda) sets listed in Table 3.1. In each graph the specified
underlying instanang mfeous failure rate s from Table 3.1 (, solid line) and the mean model determined
instantaneous failure rate XTTK from equation 2.3 (0 , circles) are all plotted against the mean total

accumulated test time TT K  for each phase of the specified reliability testing procedure. These graphs

were taken from Neil, 1978.

The variability performance of the continuous instantaneous failure rate model is presented in Table 3.1.
Entries in these tables are the percentage standard errors as computed in equations 3.3.

Figures 3.79 thru 3.98 in Appendix A present the ability (for the ten reliability growth sets) of the dis-
crete reldability growth model to estimate the reliability progress paths in Table 3.3 under a testing pro-cedure where a change is made after F K  failures are observed for FK = 1 and 5. These graphs were se-
lected from Neil, 1978.

The graphs depict the specified true underlying reliability RK  progress path (, solid line) and the
menmodel determined reliability. WK from equation 3.4 for each modification version of thecopnt

under test (0 , circles) plotted versus the modification number K = 0,1,2,3,4,5. Note that the point
plotted for the mean reliability of the original version (K = 0) of the component under test is not model
determined; rather, it is the mean value of the estimate given by the estimator of equation 2.13. This
point allows the accuracy of the reliability estimator utilized to be examined also.

Table 3.4 presents the discrete reliability growth model's variability performance for determining the re-
liability status of a component as it undergoes modification in a system acquisition cycle. Entries in the
tables are percentage standard errors as computed in equation 3.6.
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TABLE 3.1

LAMBDA SETS

CONTINUOUS RELIABILITY GROWTH MODELS

LAMBDA SET

PHASE 1 8 10 12 14 MOO 3 MOD 8 MODOO MOD14

1 .7020 .7000 .7000 .7000 .7000 .7000 .7000 .7000 .7000

2 .4340 .7000 .0500 .5500 .4500 .1800 .7000 .0500 .2250

3 .3200 .7000 .0500 .4250 .3000 .1060 .7000 .0500 .3000

4 .2550 .7000 .0500 .4050 .2250 .0760 .7000 .0500 .5500

5 .2130 .7000 .0500 .4000 .2000 .0600 .7000 .0500 .6100

6 .1830 .7000 .0500 .4000 .2250 .0500 .7000 .0500 .0500

7 .1610 .7000 .0500 .400 .3000

8 .1440 .7000 .0500 .4000 .4000

9 .1300 .7000 .0500 .4000 .4750

10 .1180 .7000 .0500 .4000 .5500

10 .1090 .7000 .0500 .4000 .6100

12 .1010 .7000 .0500 .4000 .6250

13 .0936 .7000 .0500 .3750 .6100

14 .0876 .7000 .0500 .2000 .5500

15 .0823 .7000 .0500 .1000 .3000

16 .0776 .7000 .0500 .0500 .0500

TABLE 3.2

INSTANTANEOUS RELIABILITY GROWTH MODEL VARIABILITY PERFORMANCE (PSE6TTK

FIRST ENTRY FOR 5 TESTS/PHASE, SECOND ENTRY FOR 20 TESTS/PHASE

LAMBDA SET

PHASE 1 8 10 12 14 MOD3 M008 MODIO MO014

1 62 42 62 42 62 42 62 42 62 42 65 37 65 37 65 37 65 37

2 76 45 81 40 96 42 79 40 7C 41 76 44 76 48 90 43 78 44

3 67 36 76 43 62 29 66 38 64 38 67 39 81 43 62 35 56 30

4 68 36 99 47 56 26 84 33 69 38 58 33 69 43 54 27 50 27

5 49 31 86 37 40 22 60 26 50 30 53 30 83 44 46 24 58 27

6 47 29 77 48 36 22 49 25 42 24 52 23 88 45 44 19 77 37

7 47 25 72 40 38 20 47 22 38 20

8 45 26 81 40 35 19 48 22 38 19

9 43 23 84 43 34 16 48 20 42 22

10 40 22 78 43 29 17 45 21 40 26

11 38 22 82 44 31 15 54 18 46 22

12 41 20 100 42 36 16 72 20 58 22

13 38 22 126 43 38 16 91 22 54 24

14 32 19 88 37 25 15 48 34 36 17

15 33 19 75 45 26 15 63 37 31 17

16 35 18 99 38 32 15 60 33 72 34

-----U



TABLE 3.3

RELIABILITY SETS

DISCRETE RELIABILITY GROWTH MODEL

RELIABILITY SET

PHASE 1 4 7 8 9 10

0 .200 .200 .200 .200 .200 .200

1 .925 .550 .225 .500 .650 .200

2 .950 .750 .275 .550 .650 .200

3 .950 .875 .350 .550 .350 .200

4 .950 .925 .475 .700 .600 .200

5 .950 .950 .950 .950 .950 .200

TABLE 3.4

DISCRETE RELIABILITY GROWTH MODEL VARIABILITY PERFORMANCE (PSERK)

1 FAILURE/PHASE, 5 FAILURES/PHASE

RELIABILITY SET

PHASE 1 4 7 8 9 10

0 231 79 195 71 170 87 161 73 170 80 184 82

1 32 5 100 34 166 69 98 42 69 22 195 79

2 12 2 53 12 170 65 76 26 47 18 214 81

3 8 1 26 6 116 42 62 21 49 21 213 75

4 4 1 16 3 84 33 38 17 48 17 172 76

5 4 1 6 2 19 6 16 4 21 4 137 65
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PERFORMANCE GRAPHS
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AND
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DISCUSSION

M.Jacobsen, GeDo you consider the debugging process during equipment burn-in as reliability growth per definition'

Author's ReplyReliability has a specific definition, namely: "'The probability that an item selected at random from a populationwill perform satisfactorily for a specified period of time tinder a specified environment." It is true that removingoutliers from a population of items by burn-in can increase reliability by this definition, but the burn-in action ismore of a gravity control action or a sampling inspection action. I personally prefer to keep its contribution toreliability improvement in the quality sampling inspection area where nany other actions are taken which alsoimprove reliability e.g. sampling inspection by Mil. Std 414. Let's preserve the more explicit meaning of reliabilitygrowth for changes which affect all future items.
This is only a personal view.

II



4-1

A SIMULATION PROGRAM FOR THE DETERMINATION OF SYSTEM RELIABILITY OF COMPLEX AVIONIC SYSTEMS

Christian Krause - Hubert Limbrunner
Elektronik-System-Gesellschaft
Vogelweideplatz 9

8000 Mtnchen 81
Germany

SUMMARY

The simulation program SIMZUV which will be described in the lecture, computes system re-
liability according to the Monte-Carlo method.

This program enables the realistic consideration of complex failure logics of meshed sys-
tems, couplings of failures of different units and different mission phases, which is Dos-
sible by the selection of a certain formulation of these marginal conditions.

In its capacity as a simulation program, SIMZUV is certainly capable of considering con-
dition- and time-dependent failure rates and various unit reliability functions.

Owing to the low failure rates common in electronics, and to the system structures of
high reliability typical of the avionic system, numerous computer runs are required in
the case of reliability simulations in order to generate the requisite number of system
failures necessary in order to obtain statistically reliable information. This requires
much computer time, also in the case of high-speed computer facilities.

In order to avoid this situation, it is possible to perform the simulation of a "substi-
tute system" of higher failure rates with shorter computer time, after a transformation
of the failure rates.

It can be demonstrated that the reliability curve of the actual system can be computed
from the reliability curve of the "substitute system" via a linear system of equations.

1. DESCRIPTION OF THE SIMZUV SIMULATION PROGRAM

Analytical procedures for the computation of system reliability can only be applied
to a limited extent, because under practical conditions there are repeatedly require-
ments regarding reliability programs (e.g. multi-phase missions, cold redundancy,
time-dependent failure rates etc.) which cannot be met by the analytical procedures
available.

A simulation program can duplicate all these special cases in a realistic manner,
and can thus be generally used. It also enables pinpointed proaram adaptations to
further special cases. The 3IMZUV described in the followinq was developed for the
reasons stated above. It is written in FORTRAN IV and can thus be run on every larae
computer system.

1.1 Program Sequence

The program is divided into three sections:

- Reading of the input data and printing of the input data log
- Performance of the simulation and storing of the results

At the beginning of each mission phase a decision is made for every equipment in
accordance with the Monte-Carlo method as to if and when it will fail during that
phase.

By subsequently using the failure logic a check is made whether and when the over-
all system must be considered as failed as a result of these failures. System fail-
ure in this connection may already have occurred with the change in phase by modi-
fication of the system requirements.

If a system failure is determined, or if the end of the mission is reached, the
results will be stored and the simulation loop is repeated.

- Statistical evaluation and output of the results

The program sequence is shown in Fig. 1-3. The subroutines called up are a random
number generator for equally distributed random numbers, a program for computation
of the failure-rate-dependent equipment down-times and a report program for tYe
results.
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1.2 Possibilities of Program Application

At present, the program can be used under consideration of the following system pro-
perties:

- meshed systems, i.e. in the case of the logic diagram a resolution according to
series connection and parallel connection is not possible;

- cold redundancy;

- constant and time-dependent failure rates;

- multi-phase missioni with different failure logics per phase;

- consideration of failure rates in the case of equipment switch on/off.

The limits with regard to the possibilities of application are only determined by
the computing time and by the accuracy attainable by simulation. As the computing
time is mainly influenced in negative form by very little failure rates, a proce-
dure for the reduction of computing time is described in para. 2.

1.3 Input Quantities

For compilation of the input quantities, the logic diagram and the system mission
description must be available. In detail, the following input quantities are re-
quired for the program:

- Number of equipments
- Number of mission phases
- Number of equipment statuses
- Number of simulation steps
- Duration of phases
- Equipment failure rates in the individual statuses, either in constant form or

as a function of time
- Failure probability of the equipments in the case of status change (switching)
- Equipment status prior to mission begin and in the individual phases
- Equipment reliability function in the various statuses
- Failure logic for each phase
- Logic for the coupling of failures of different equipments
- Cold redundancies

1.4 Presentation of the Failure Logic

The failure logic is presented in the input data in the form of a matrix. Each matrix
line contains the designation of a set of equipments, which, as a minimum, must have
failed together in order to have caused a system failure. The whole matrix contains
all those possible minimum combinations. Thus it is also possible to demonstrate com-
plicated intermeshings.

Fig. 4 shows a meshed system with the associated failure logic.

1.5 Computing Results

The following is computed by the program:

- the system reliability curve, whereby the support elements can be indicated by the
user;

- the equipment reliability in the individual phases and
- the conditional and absolute system reliability in the individual phases.

The absolute reliability of a system is the functioning probability on the assump-
tion that the system was intact at the beginning of the mission.

The conditional reliability of the system is the functioning probability on the as-

sumption that the system was intact at the beginning of the phase.

2. REDUCTION OF THE COMPUTING TIME BY TRANSFORMATION OF THE FAILURE RATES

The occurrence of very low failure rates of the individual components and of the
overall system is typical of system reliability simulation. Therefore, it is neces-
gary to simulate very many missions in order to obtain a statistically significant
ratio between system failures and the number of missions, which can have a positive
influence on the computing time. Therefore, a system was developed for performing
the simulation on a substitute system with higher failure rates on a computer time-
saving basis, followed by subsequent definition of the reliability of the system
actually intended for investigation with the help of a linear equation system.
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2.1 The Status Tree

Starting from status ZO, i.e. absolute freedom from faults, all statuses are defined,
which can result by any individual event from that status. The follow-on statuses
again are determined from these statuses. Thus a directed graph is obtained, the
(numbered) circles of which represent the (numbered) statuses, and the lines the
respective failure rates of the equipments not yet failed in the original status
(Fig. 5).

The status tree is completed when every chain starting from Z ends at a status which
represents the failure of the system. 0

2.2 Computation of Reliability from the Status Tree

The following definitions can be introduced in a status tree as described:

s number of final statuses (failure statuses)

n number of statuses as counted from the oriqinal status (freedom from faults)
to a final status (failure status) on the path between these statuses

K. Failure rates of the equipments along the transitions on the path

ai  Total of failure rates of all transitions starting from a status of that path

Kin  n
i 7 (ak - ai)

k=1
k4i

t time

Thus the probability of each final status versus t (time) can be computed. The fail-
ure probability P (t) is the total of the probabilities of all final statuses.

VI -a tPWt) 4- 1 (X1.X2.-....XV1_,.4 Xn K'-.
j=4.1a,-Kn

Thus the following results for system reliability R (t):

R(t)= Z ( XiX ... A,,--, z
"-" L-1 L KLn

2.3 Transition to the Substitute System

For all failure rates a factor ( << 1) is selected such that the following shall
apply:

For ai and Kin the following results thereof:

aL- " 4, KLn " K- n

If these interrelations are inserted in the formula for R (t), with the exponential
function expanding into series, the following equations result; the abbreviations
A, B, C ... have to be chosen accordingly.

n n

j-r -I j L- 4

- (B~,I .Xr,, - __ ).A.
j=1-

4 
K

0
L j~

A P jt + C -p)
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The residual term after m terms results

n m 4, - m+
mj I .(X1  - ac~i- (0 Lm ~

G-I, X .. .- (m • i - .z
I- I= ( I nm

If the reliability of the substitute system is computed by means of the increased
failure rates, the reliability function R' (t) is as follows:

R' W A- B"t + Ct -

with the residual term:

/ S n (L-tm+4 a
Gr 7- (X1. 2.- . (mt+ -) 1- 0 L .tG m+1i = Z =4( ' z'" n( ' 1n (+4) e J , 0 A

j 4 -4 n

The following equation system results from the expansion into series. R' (t) is com-
puted by simulation at the support points desired.

R' (t = o) = A> A = 1 as the reliability vs time t = 0 is value 1

R' (tI) = A - Bt + Ct -

R'(t) = A - Bt2 + Ct-

etc.

This equation system enables computation of the unknown A, B, C .... via a sufficient
number of support elements ti -

2.4 Practical Application

A factor P is determined from the failure rates of the system to be investigated
such that the residual terms Gm+ I and G' are small enough, and that the failure

m+1 m+1
rates of the substitute system become as high as possible.

The simulation result is the reliability of the substitute system at several support
elements; then the linear equation system for the values of A, B, C ... is solved,
followed by a computation of the reliability of the system to be investigated in ac-
cordance with the following formula:

R (t) = A- Bpt + C.( t)2 - D.(t)3 +

In practical applications, this transformation enabled the selection of values down
to 10 - for factor P, thus providing for a reduction of the computing time by that
factor, while keeping accuracy at the same level.

SOURCE:

Keppeler, Krause, Dr. Reichinger, Dr. Troetsch, Broschk, January 1976
Untersuchungen zu einsatztechnischen KenngrbBen
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DISCUSSION

R.Voles, UK
At the beginning of your paper, you state that the software package is written in FORTRAN and imply that it is
transportable. Have you made this package generally available and, if so, from where can it be obtained?

Author's Reply
The program is available for sale or for rent from: Elektronik System Gmbt, 8000 Munich, Vogelweideplatz 9,
FRG. Program maintenance and adaptation will be conducted by ESG.

W.Ehrenberger, Ge
(I ) Can your system also be applied to systems including repairs?

(2) How do you get the "failure logic" e.g. as in Figure 4? Is this obtained by hand?

(3) Does your method imply that the equation system received can be solved?

Author's Reply
(1) As it is a simulation program, it can be adapted to the special requirements of the system, for instance

repairs with some distribution functions of repair time.

(2) The data concerning "failure logic" and others (e.g. logic of cold redundancy) are input data of the program.
This data acquisition must be conducted by hand.

(3) The system of linear equations can be solved (Van der Monde Determinant).

W.M.Woods, US
[lave you done any sensitivity analysis to determine the accuracy of your results when the exponential distribution
does not quite hold?

Author's Reply
We have experience in the project we did and we made comparisons with another simulation program. A special
feature of the system is that any system failure logic can be introduced into the program, but this must be described
at the time.
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MICRO-ELECTRONIC SYSTEMS RELIABiLITY PR DICTION

P.D.T. O'Connor
Chief Quality Engineer, New Projects, British Aerobpace Dynamics Group, Stevenage-Bristol Division, Stevenage, UK.

The paper reviews existing methods of parts stress analysis failure rate
predicition, based upon US-MIL-HBK-2i7C, as applied to micro-electronic logic
and memory devices. The extent to which the failure rate prediction formulae used
in MIL HBK 217C are compatible with the physics of the various failure modes
experienced, and with the failure statistics available, are investigated. The paper
considers the effects of the failure rate distributions of the various failure modes,
in relation to the objective of deriving a simple constant -failure-rate prediction
model. Proposals are made for methods of improving the effectiveness of micro-
electronics reliability prediction both as a design aid and for forecasting, and for
areas of further study. A proposed alternative model is presented, with an
example of its use to predict the failure rate of a typical system.

INTRODUCTION

The standard method of prediction of failure rates for electronic devices is US MIL HBK 217C. MIL HBK 217C has
effectively become the international standard for this work, because of the attempts made by its sponsors to main-
tain the currency of the method in line with the rapid advances in device technology, and because it provides a very
effective design review method for reliability analysis of circuits, particularly thermal analysis. However, there
are some aspects of the MIL 217C method which do not adequately relate to the failure modes of devices and systems.

MIL HBK 217C micro-electronics failure rate prediction is based upon four principal assumptions:-

I. Failure rates are functions partly of time and temperature, following an Arrhenius relationship:

X(t)= X(TR) exp (EA/k) (TR T-)

X(t) = Device failure rate

T = Device operating (junction) temperature K

TR = Reference temperature (2980K)

EA = Activation energy

k = Boltzmann's constant (8.62 x 10
5

2. Failure rates have a second component, related to the overall environmental condition (e.g. airborne, space,
ground mobile, etc.).

3. Failure rates are proportional to complexity (e.g. gate count).

4. The failure rate for a given device is constant with time.

This paper examines the validity of these assumptions, and relates them to the physics and statistics of device
failures. It proposes alternative methods of failure rate prediction in line with the conclusions.

MIL HBK 217C FORMULAE

The MIL HBK 217C formula for micro-electronic device failure rate is of the form:

Ap = W L IQ (CI nT +C 2 WE)

kp = Device FR

Tp = Pin factor dependent upon the number of external pins.

n Learning factor, related to time device in production.

F = Quality factor.
Q
wT  Temperature factor

WE u Environment (application) factor

I
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C and C2 = Complexity factors.

iT is an Arrhenius function. It is shown plotted for bipolar digital ICs on Figure 1.

C and C are empirical exponential functions based on device complexity e.g. number of gates, transistors or

memory bits. For example, for bipolar digital ICs:

C, =l  .00129G (0 67 I C2  .00389G(0 3 9 (for (;-<000)

C, = .01exp (.001G), C = .0171exp (.001G) (for G > 1000)

(G = number of gates)

These relationships are shown plotted on Figure 2 for bipolar digital [Cs. To summarise, the physical factors that
affect the derived failure rates are temperature and (indirectly) packing density. The "1000 gate discontinuity" shown
in Figure 2 should be noted.

I FAILURE PHYSICS

The main causes of failure of micro-electronic devices are shown in table I with typical percentage contributions.
The 'out-of-spec overload' failure mode is included for completeness, but these failures are notdue to device pro-

perties. Rather, they reflect system design and maintenance considerations. The percentage contributions can vary
by large amounts, so it is not safe to generalise. Factors that affect the relative contributions are device technology,
production techniques, quality control, screening methods used, circuit design, and device maturity.

TABLE I

au oTypical Failure
Percentage (From ref. 9)

(Oxide/ Diffuslon/ Metallisation) 50
(Inversion/channeling

(Contamination )5
(Foreign Material/particles

Bonds 25

Hermeticlty 10
Other 5

Out of specification overload

DEVICE COMPLEXITY

Referring to Table 1, the major causes of device failure are usually defects induced during the wafer fabrication
processes. Failures due to this type of defect (chip related failures) can occur when cross sectional areas are
reduced to the extent that physical processes such as electromigration or localised overheating can change the device
characteristics within the operating lifetime of the item. Normally device geometries are such that these processes
would not affect electrical characteristics in the normal lifetime of a good device. However, imperfections due to
non-uniformity of diffusion, oxidation or metallisation, crystal flaws, etc. can lead to reduced cross sections in

F devices which otherwise pass initial visual, electrical and burn-in tests. Subsequent deterioration due to these pro-
cesses can then result in failure. The assumption of an Arrhenius relationship to describe the time to failure due to
these causes is justifiable, since the processes are obviously temperature and time dependent. However, whilst it Is
possible to derive a formula for the time to failure for a particular situation, in terms of cross sectional area and the
physical constants applicable, (c.f. Alexanian I.T. - 1977) one never knows the geometries of imperfections which
may exist in a supposedly good device. Therefore it is impossible to predict the time to failure of a given device, and
the TrT formula given in MIL 217B can only be an empirical relationship based upon regression analysis of failure data.

The probability of the existence of failure inducing imperfections must to some extent increase with device complexity
and packing density. However, this aspect tends to be offset by improvements in device fabrication technology. For
example, updates of MIL HBK 217 regularly indicate progressive reductions in failure rate per gate for complex
devices. In fact the empirical complexity factors of MIL HBK 217C appear to be more related to device maturity than
to any other factor. The "1000 gate discontinuity" is probably a manifestation of this, as is the presently pessimistic
failure rate mo,:ei lvr memot ies. As a rough guide, the complexity of a LS1 chip as expressed by the gate count is
inversely proportional to the square row of the width 8 ol the tracks on the chip, and a chip complexity factor related
to fgate count) would show a better fit to the failure rate data given in ref. I.

The other two main internal failure modes (bond failure and hermeticity) (package related) are also obviously time-
dependent. For example reference 3 shows a Weibull slope parameter of 0.5 for failures of gold bonds on hybrid
circuits. However, temperature is unlikely to be a significant factor in a purely mechanical process as are many
bond failures, but would be a factor in intermetallic processes. Temperature effects would also obviously affect the
time to failure of a leaky device, but the relationship is unlikely to be a simple one, since temperature cycling, and
the nature of impurities introduced, are likely to be the dominant factors. These failure modes are not related to chip
complexity.
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Failures due to loose inclusions would obviously be randomly distributed, as would failures due to out of specification
overload. The rate of occurrence of the former is dependent upon QC screens during device fabrication and test.
Overload (e.g. 'zap') failures are not the fault of the device, but of the way it is used. Such failures should not have
been included in the data used to derive the MIL HBK 217C relationships, but they obviously are a factor of the
reliability of systems involving microcircuit devices.

Plastic encapsulated ICs are subject to long-term hermeticity problems due to moisture absorption by the encapsu-
lating material. This is a failure mode which should be considered separately In any predicition for systems usirig
such devices, since it is a significant life-dependent feature affecting the whole population.

Since several failure modes contribute significantly to device reliability, and they have different underlying physical
causes, any failure rate model should take account of this fact.

SYSTEM LEVEL CONSIDERATIONS

When one considers the pattern of failures in an electronic system due to the causes described above it is obvious
that, whilst the time to failure of individual devices can be described by Arrhenius functions, the failure rate of the
system as a whole must decrease with time. This is due to the fact that only a small proportion of the devices in any
application will have defects that can lead to failure due to the action of these processes. Typically about . I% to 5%
of devices in a circuit may be imperfect in this sense, and burn-in either at the device or system level is the
recognised way of eliminating them, by accelerating the processes which lead to failure of defective devices, without
damaging the much higher proportion of good devices. In such a situation, at the circuit level, as each failed
defective device is replaced by another which is unlikely to be defective, the system failure rate will decrease with
time. Kuehn (1974) has demonstrated this. However, this represents a controlled situation, untypical of maintained
systems in the field. In-use electronic equipment often shows a nearly constant failure rate, due to imperfect main-
tenance, different ages of modules, etc. "Loading roughness" (Carter ADS - 1977) becomes a more significant
factor in the equipment's reliability, and this causes the failure rate slope to decrease. However, the objective of a
reliability programme is to identify and eliminate as many sources of loading roughness as practicable.

What is required therefore is a failure rate formula that combines the device level considerations (failure physics,
device quality) with the system considerations (design, environment, reliability programme effects). Such a formula
must also retain the advantages of the existing MIL HBK 217C model in relation to component stress analysis as a
design discipline, and ease of computation.

PROPOSED FAILURE RATE MODEL (DEVICE LEVEL)

QUALITY EFFECTS

At the device level, the model should be !-ased on the number of expected defective components in the system,
expressed as a percentage (Table 2). This factor would be related to the present T . It is not considered feasible
to break this down to the different types of inherent defect, since, as stated above, the percentage contributions vary
considerably in the data available. However, the proposed overall percentage defective values are supported by most
of the recent published data on device screening and reliability (e.g. Kuehn R.E. 1974, Hnatek E.R. 1978, and ref. 9;
see Annex A)), and the relationships between the different quality levels are generally in line with those for TTQ in
MIL HBK 217C.

TABLE 2

Screening level Present TvQ Proposed TQ (% defective)

A 1.0 0.1%

B 2.0 0.2%

B-1 5.0 0.5%

B-2 10.0 1.0%

C-1 16.0 3.0%

D (Commercial) 150.0 15.0%

No Q factor is allocated for plastic encapsulated devices, since a dominant (life-dependent) failure mode is a feature
of the method of encapsulation. It is suggested that a separate model should be used for PEDs, to reflect the
increasing failure rate property. Alternatively, the model proposed could be used, with an appropriate n1Q value, with
a stipulation on maximum useful life expectancy.

COMPLEXITY

It is proposed that only one complexity factor should be used instead of two. It is doubtful if the failure data available
would ever be sufficient to allow a credible derivation of two complexity factors, related separately to chip defects/
temperature stress and package defects/application environment. The complexity factor should be applied only to
chip related failures, since the package failure modes (hermeticity, contamination, bond failures) are largely inde-
pendent of gate count.

.. . ...
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GENERAL DEVICE-LEVEL MODEL

The general device level failure rate model would then take the form:
- - 1 6Ea

'kd = nQ%. C.exp. [K (TR - - T')] per 106 hours. (K =-T)

Kasouf & Mercurio (1978) propose a model for C based upon gate and bond complexity, and supported by failure data:

C = 0.0037 + (0.00006)P + (0.00000925)G

where P = number of pins, G = number of gates.

The constant term can be considered to cover the other failure modes.

It is suggested that an amended version of the Kasouf and Mercurio model be used in conjunction with a percentage
defective factor (revised TQ%) (table 2), to indicate the failure rate of defective devices in the system, with "P"
fixed at 16, since for most ICs the pin count is 16, with a small proportion having a slightly different number. Where
the pin count is considerably in excess of 16 (e.g. microprocessors,) the 'pin' factor becomes a relatively insignifi-
cant term in relation to the chip complexity factor. For typical IC types, as make up the great majority of most
system IC populations, the inclusion of a pin count complicates the prediction without adding any credible increase in
accuracy. The revised Ad formula proposed is:

Id = )Q() [4.67 +0. I\G] exp [K(TR "1 - T-l)] /106 Hours.

where K is as stated in MIL HBK 217C, i.e. 4794 for TTL, 8121 for MOS, and TA = 3480 K, as proposed by Kasouf
and Mercurio.

The 'C' term [4.674 + . 1 -G] is shown plotted on Figure 2, compared with the MIL 217C C and C2 terms.

A constant failure rate (CFR) model is assumed, because:

Olt is simpler than a decreasing failure rate model, whose general parameters would be very controversial.

OFor most electronic equipment, particularly where a reliability programme including burn-in of production equipment
has been applied, the failure rate approaches a level at which such parameters are difficult to derive with confidence
from in-use data.

OFor maintained equipment the CFR model is usually appropriate.

PROPOSED FAILURE RATE MODEL - SYSTEM LEVEL

'System level' failures are those due to inadequate design and manufacture, unsatisfactory handling or maintenance,
and to environmental aspects not covered by the device-level formula. These include vibration, humidity, switching
effects, etc. The system level model should therefore allow for system level reliability and QC activities, such as
FMEA, reliability growth planning, and burn-in. The effect of such activities is very well documented (e.g.
Anderson, 1978). The system level effect of overall environment is covered in MIL HBK 217C by the environmental
factor 1TE, applied to each device. Such a factor should, however, be applied at the system level. Also, there is
no physical justification for multiplying it by a device complexity factor. On the other hand, at the system level the
number of devices is a more significant reliability determinent than the complexity within individual devices.

It is proposed therefore that the system level model be of the form:

As = B. r R . TrE . Nper10 hours

where N = number of electronic components, B = a constant to be derived from further analysis of system failuredata.

Again a CFR is assumed, for the reasons given above.

The values given to TR should be as shown in Table 3.

TABLE 3

rR

I. Normal design activity. 4

2. Augmented design (FMEA, design review, full failure data I
analysis and corrective action)

3. As 2, but with reliability growth management using Duane Aa
methods ( i = initial failure rate, Ja = achieved failure rate) At
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Burn-in of at least 50 hours to appropriate MIL STD 781C conditions is assumed in every case, for all production
equipment.

n E values could be as currently in MIL HBK 217C.
E

The system level model would cover all components in the system, and not only the micro-electronic content.

COMPLETE MODEL

The total system failure rate would be the sum of the failure rates due to the defective components and to system
influences, i.e.

A - lAd + As (In general, YAd would include the failure rates of all device types in the system, not only

ICs). 
d

Such a model would have the following advantages over the existing MIL HBK 217C model:

I. It would allow component aspects (quality, application, etc.) and system considerations to be evaluated
separately, whereas at present system level reliability considerations (apart from application environment) are
ignored.

2. Elimination of the two MIL HBK 217C IC complexity factors, and the use of a simple gate count instead, would
simplify prediction calculations.

3. It would provide a better basis for comparing tradeoffs in terms of component quantity and complexity, e.g.

discrete MSI, custom LSI, etc.

Example

Taking the system described by Kasouf and Mercurio, and using the thermal functions they proposed (i.e.
TR = 348

0
K), the results shown in Table 4 are obtained. (TTQ = 0.5% (Class B-I)).

TABLE 4

A A
Part Description Gates N T( C) 217B Kasouf & Author

xl0
-6  

Mercurio xl0
-6

Dual 1024-Bit MOB Shift Register 2048 1130 66 2.365 0.249 .0247

1024 x I Bit Static MOS RAM 1125 283 57 2.02 0.083 .0112

1024 x I Bit TTL RAM 1125 157 72 1.67 0.267 .0356

2048 (412 x 4) TTL Bit PROM 2048 50 102 2.365 1.249 .1240

1024 (256 x 4) Bit TTL PROM 1024 21 87 1.152 0.445 .0623

Hex D Type F/F 38 386 65 0.330 0.067 .0176

Quad 2 Input MUX 19 178 63 0.249 0.060 .0156

4-Bit Arithmetic Logic Unit 63 100 75 0.445 0.105 .0273

Sync 4-Bit Binary Counter 57 98 72 0.430 0.094 .0241

16-Input Multiplexer 26 111 54 0.285 0.046 .0107

8-Bit Bidirectional S/R 87 64 72 0.509 0.107 .0249

64 (16 x 4) Bit 95 27 70 0.515 0.091 .0231

INA 3985.3 488.55 66.91

Note the proportionately greater reduction of failure rates of the complex devices (>1000 gates) relative to the values
derived by Kasouf and Mercurlo, due to use of the -G term.

For the programme described in reference 8, nR = .25, is probably appropriate. iE = 4 (airborne inhabited).
N=2605. B=.65, say.

Therefore AS = .65 x .25 x 2605 = 421.64/10 hours.

6And the total failure rate= 488.55/10 hours. (As +INA

The total failure rate predicted is the same as that predicted by Kasouf and Mercurio and supported by the data quoted

therein. The value of B of .65 was selected to ensure this result. However, it is suggested that more analysis of
failure data, covering many more projects, is required so that a more widely acceptable relationship between
device and system reliability can be derived.
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CONCLUSIONS

The model proposed, whilst it does not comply with all the requirements of the ideal failure rate model,
particularly with respect to the decreasing failure rate characteristic of electronic systems is nevertheless a better
analogue of their reliability determinants than is MIL HBK 217C. By considering separately the failure physics of
devices and the system level determinants, reliability prediction can be made a more useful tool both for device
stress analysis and for reliability programme management. Also, it should enable better correlations to be made
between device test results and system test results. More -:1. .needs to be done to refine the parameters of the
method proposed. For example, it is unlikely that one device level model is appropriate for all device types using
TTL or MOS technology (i.e. logic, ROMs, RAMs, microprocessors, etc.). Also, for high-reliability programmes
with closely controlled maintenance or with no maintenance, the use of a decreasing failure rate model for device
failures should be considered. A Weibull slope parameter of .5 seems typical for such equipment. Therefore the
model proposed is recommended as a basis for further work to improve the effectiveness and usefulness of micro-
electronics reliability predicition.
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ANNEX A - SUMMARISED IC FAILURE DATA

Reference I (MDR-7)

Field Data - Memory Devices

Quality Percentage Defective

Level 0-256 Gates 1024 Gates 2048/4096 Gates

B 1 .07 .10

B 2 .01 1.5

Cl .33

Commercial .31 .40 2.2

Reliability Demonstration Data - Memory Devices

Quality Level Percentage Defective

Level 0-256 Gates 1024 Gates 2048 Gates

81 .05 0.03

B 2 0.15 0.01

C 2.85 3.14

Commercial 1.04

Life Test Data - Memory Devices (Quality Level: Commercial)

Temp 0°C Percentage Defective

70 0.188

125 0.531

Reference 4 (Kuehn) (SSI Data from system test, quality level B2 (approx.) 1973 data.

.0357 of devices failed in 200 hour system burn-in.

.095% of devices failed in field use.

Reference 6 (Hnatek) Life Test Data (Quality levels not stated).

Technology Percentage Defective

Bipolar LSI .34

PMOS LSI .31

NMOS LSI .22

CMOS LSI 1.5

II
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DISCUSSION

R.Voles, UK
As the parameters characterising the failure rates of electronic devices are dependent on rapidly advancing
technology, what prospects do you see for persuading the device manufacturers to publish these parameters at the
time when the devices are put on the market?

Alternatively, how do you feel these parameters could be measured in a timely manner by a third party?

Author's Reply
I consider that the parameters should be derived and published by independent bodies, such as RADC in the USA,
and not by the manufacturers. If a manufacturer can provide life test data to support this work, this would be
helpful and could be used in special cases. In either case, the model I propose would allow the parameters to be
kept up-to-date more easily since it separates the time device level failures from failures due to other causes, and
also because it is based upon the physics of failure, and can, therefore, be more accurately extrapolated to take
account of technology changes.

F.S.Stringer, UK
Your paper is entitled Micro-Electronic Systems Reliability Prediction. Your analysis does not refer to the effects
of splitting up the system into say microprocessor units. Can such an addition be made easily to your program?
If not, do you propose to try to include it?

Author's Reply
I agree that this aspect of system design can have reliability implications. However, my proposal is a tentative one,
to indicate what I consider might be a better approach to the problem, and I have not yet considered extending it
in the way you suggest. I think that for LS I and VLSI, particularly microprocessor systems, one would have to
take into account system architecture and construction, and also firmware aspects (e.g. PROM programming).
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HARKOVIAN AVAILABILITY MODEL FOR A NETWORK OF COMMUNICATING COMPUTERS

Dr. Thad L. Regulinski
Air Force Institute of Technology

Department of Electrical Engineering
Wright-Patterson Air Force Base

Dayton, Ohio 45433 USA

SUMMARY

In classical Availability modeling the steady state function is generally quantified from the ratio of
expected time a given equipment spends in working state to the expected time the equipment spends both in
the working and the repair states. In modeling the Availability function for a system of computer networks,
the state space must necessarily be expanded to include factors other than failure and repair such as
channel and processor overloads, and channel interference. The objective of this inquiry is to model the
Availability function from a Markovian state-discrete, time-continuous formulation encompassing those
adverse conditions which contribute to the network's total down time. The results of three and four state
models are derived under assumption of temporally homogeneous, first order, Markovian process. Using
sensitivity analysis, the effect of variation of state transition probabilities on the steady state
Availability function is examined and illustrated by an example.

1. INTRODUCTION

A computer network can be viewed as an aggregate of computers and terminals connected together by commu-
nication channels over which information is interchanged beLtween the information processing system, or
between terminals and the processing systems. Such networks can be totally ground fixed, totally avionic
or some combination of ground fixed and avionic.

Numerous metrics of performance are commonly in use to measure the efficacy of computer networks (Grubb,
D. S. and Cotton, I. W., 1975). Salient among the more frequently used are the following five metrics:
Transfer Rate, Channel Establishment Time, Network Delay, Reliability/Maintainability, and Availability.
In quantification of these metrics, Availability is strongly affected by the remaining four and is the
principal focus of this inquiry.

Availability denoted by A(t) is defined by the probability that the network is performing within its
parameter limits at time t. Closely related to Availability are the metrics of Reliability and Maintain-
ability. Reliability is defined by the probability of network performance within its parameter limits
over some time interval (O,t) subject to specified environmental conditions. In the event of network
unreliability, i.e., failure, malfunction or out of limits performance of one or more of the network
equipments, the network becomes unavailable during that period of time it is subject to corrective
maintenance. Hence, maintainability is defined by the probability that restorative maintenance will be
completed by some t time (Regulinski, T. L., 1970).

Most common algorithms formulate the Availability function from the ratio of the expected time any given
system is in working (UP) state to the expected time the system spends in both the working state and the
repair (DOWN) state (Locks, M. 0., 1973). Although unreliability of computer network equipments is an
important contributing factor to network unavailability, other factors must necessarily be considered
particularly those which are derived from the operational characteristics of computer processors and
communication channels. Specifically, exceeding channel capacity or having too many messages contending
for a channel can cause an overload condition leading to network unavailability. There may be other
conditions of overload such, for example, the inability of the processing equipment to handle all message
traffic at any given instant of time. It follows then that the formulation of Availability function must
not only include network equipment failures, but other factors which contribute to the network unavaila-
bility.

The objective of this inquiry is to model the Availability function from a Markovian state-discrete,
time--continuous formulation which would include all relevant conditions that contribute to the networ 's
unavailability.

2. UNDERLYING THEORY OF MARKOVIAN MODELING

Markov processes are stochastic processes characterized by random variables referred to as the states of
the process; transition probabilities by which the process changes state; and process parameter, usually
time, by which the dynamics of the process is measured (Cramer, H., 1967). A stochastic process denoted
by X(t) is said to possess a Markovian property if the conditional probability of any future event, given
any past event(s) and the present state, is independent of the past event(s) and depends only on the present
state of the process. Mathematically, this can be expressed as

P{X(t) - J I X(t-At) - i,...,X(O) = al (i)

- PfX(t) = j X(t-At) = i)

where a,...,i and J,...,n represent the states assumed by the process at time 0,...,t-At, t,..., t The
probability that a Markov process will make a transition from any state i to any state j in At time is

Pfx(t) = j I X(t -At) - il - pij (2)

Additionally Markov process is said to be temporally homogeneous, that is the probability of transition
from state i to state j in time interval (t,t+At) is constant, if:

j ~t I X(s) - il - P(X(t -8) - iX(O) - il)

A
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This in essence states that in a homogeneous process, the conditional probability of being in state j at
t time, given that the process was in state i at time s, depends only on the difference between the time t
and s, and that difference is At. Given then the constant transition probability A, it follows that

p -At X At (4)

PiiAt A XiiAt

where
n

Calling upon the independence-of-transition occurence property of Markov process it will be assumed in the
development which follows that the probability of transition of two or more occurrences in At interval of
time is negligible. Further, it will be assumed that the process is a homogeneous one.

3. MARKOVIAN MODEL FORMULATION

Consistent with the observed behav.or of computer network equipments and interconnecting communication
channels, the states of the process are defined as follows:

STATE STATE SPACE DESCRIPTION

0 Network equipment performing and there are no overloads
(network available).

1 Network equipment performing but there are overloads
(network unavailable).

2 Network equipment not working and under repair (network

unavailable).

The state probability vector defined as a row vector of nonnegative components summing to 1 consists of
the probabilities that the network is in state i at t time. Hence

P(t) - {Po(t), Pl(t), P2 (t) (5)

and

2
P i(t) = 1 (6)

i-O

Recalling that the Availability function was defined by

A(t) - P{Network performing within parameter (7)
limits at t time)

it follows then 
that

A(t) - PO(t) (8)

The transition probabilities are now considered in light of the defined network states. If the network

is in state 0 at t time it can remain in state 0 in (t, t+At) interval of time or it can transition to
either state 1 due to overload, or to state 2 due to failure. Further, if the network is in state 1 at
t time, either it can remain in state 1 in (t, t+At) interval of time provided the network did not recover
from overload and it did not transition due to failure; or it can transition back to state 0 due to
recovery or to state 2 due to failure. Lastly, if the network is in state 2, it can remain in state 2 in
(t, t+At) interval of time because recovery from failure has not been made, or it can transition back to
state 0 upon repair. The transition probabilities are thus defined as follows:

xlAt - P (Transition due to overload in t, t+At given
network in state 0 at t time)

x2At P (Transition due to failure in t,t+At given
network in state 0 at t time)

3t P (Transition due to failure in t,t+At given (9)
network in state 1 at t time)

PiAt - P (Transition due to recovery from overload in
t,t+At given network in state 1 at t time)

U2At - P (Transition due to repair In t,t+t given
network in state 2 at t time)
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The concointant state transition diagram is given in Fig. I showing the performl the overloaded and the
failed states and their respective transition probabilities as defined in expressic f (9). For com-
putational tractability the transition probabilities can be exhibited in a special if the matrix form,
thus

0 1 2

-(AI+X 2)Mt 1 
t  

X2 At

Pij 1 t iAt 1-0 1 +A 3 )At A3 Atj (10)

2At 0 1-1 At

The product of the state probability vector and the transition probability matrix leads to the following
set of ordinary-first order differential equations:

P;(t) = -(XI+X 2)P0(t) + 11P1(t) + 12P2(t)

p -() - XPo(t) - (ll+X 3)Pl(t) (11)

P -(t) - 2o(t) + X3Pl(t) 12P2 (t)

Taking LaPlace transforms of the three equations In expression (11), and assuming initial conditions such
that P0 (0) = 1, P1 (0) - 0, and P2 (0) = 0, leads to

sP0(s) + (+A 2)Po(S) - 11iPl(S) - 12P2 (s) - 1

SPl(S) - X1PD(s) + ( 1+ 3)Pl(S) . 0 (12)

sP2 (s) - A2 3P(S) + 2 P2(s) 0

To solve for P(S) it is convenient to Apply Cramer's rule, hence

1 -p1  -112

0 s+0 +A3 ) 0

0 3

POWs)  
(13)

s+(X1+A2 ) -11 -I2

_X s+(U1 +X3) 0

-A2  -A3  s+)2

The solution of expression (13) is of the form

s2 + sA +B

P - +s2 (14)
e{s

2 
+ sC + D)

where A . X + pI + -2

B - P20 11 + A3)

C - AX + A 3 + I + p2

D - 1 A3 + A2A 3 + A 1 02 + X2 1i1 + X3)12 + 11)2

By inspection it is seen that the inverse LaPlace teansforms of (14) will yield a steady state and transient
solutions. However, for computer networks the steady state availability function is of principle interest
and to obtain it, the most direct procedure is to call upon LaPlace's final value theorem:
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Lim sF(s) = Lim f(t) (15)
s-0

which when applied to the equation of expression (14) gives

{s 
2 
+ sA + B)

Lim sP0(s) = Lim (16)
- 0 -0 ( s

2 
+ sC + D)

The steady state Availability function denoted by A follows directly.ss

Ass = +X 33 (17)

In similar manner, one can expand the formulation to a four state model where the additional state,
consistant with avionic reality could represent the interference on the channels. This gives two additional
transition probabilities

X At - P(Transition due to interference in t,t+At given network
2

in state 0 at t time)

and

12At = P{Transition due to recovery from interference in t,t+A,t
given network in state 2 at t time}

Clearly, state 2 in earlier formulation would be denoted as state 3 in the four state model. Following
identical development which yielded the results of expressions (10) through (17), the new steady state
Availability function can be shown to be

As 11l3 (11l+X5 (112 +X4)  (8
A (p2+4) 1(63+X5 )+( 3+X3) (PI+ 5) )+X(PI+X 5) ( 3+X4 ) (18)

4. SENSITIVITY ANALYSIS OF A FUNCTION
as

The network performance as measured by the steady state Availability can be analyzed for deficiencies or
improvement by examining the network characteristics which underlie the transition probabilities.
Specifically, the effect of the variation of Xl±,i,i=l,2,...n, on the steady state Availability can be

expressed in terms of a Sensitivity function denoted by S
A  

. In networks applications, it is a measure
Pij

of the sensitivity of network response to variations of factors affecting the transition probabilities.
In general the sensitivity function is expressed in terms of a ratio of the fractional change in system
function to fractional change in system parameters (Tomovic, R., 1963). Here it is defined by

P APii I A (19)

Thus for the result of the three state model given by the expression of equation (17), taking the partial
derivatives of the steady state availability with respect to each PiJ gives the following results:

S A  = -X1{X3 + P 2 } /D (20)

where D ={XI1 A3 + X 2 A3 + X 112 + X 21I + X 3P2  + Pi 2
}  Further,

A

-X 2(X3 + 11 12) D (20)

S
A er DX(P - P + W(vl1 + X )D (22)

S = 11X (X3 + U2)01 + X3)D (23)1 13 2 1



and

S A l'X3 + X213 + )2 ll /D (24)

Typical computer network Availability requirements range from 0.95 to 0.995. Thus for example the National
Library of Medicine specified for its hibliographic retrieval system Availability of no less than 0.95
(National Library of Medicine, 1972). This can be contrasted with Availability requirements of 0.99 for
airlines reservation system and 0.995 for priority telephone trunk lines. For any computer network
requiring improvement of its availability, the sensitivity analysis can isolate the networks' marginally
performing elements. Thus for example let it be assumed that the specified Availability for a given net-
work is 0.95. Let it be further assumed that from the network generated data of failure, overload and
recovery times, the following transition probabilities were estimated:

X1 = 0.08

2 0.02

-3 
= 

0.02 (25)

P1 = 0.90

P2 = 0.98

Substituting the values of (25) into expression of equation (17) results in Ass- 0.9016. Since this is

less than the specified availability the expressions given by equations (20) through (24) are evaluated to
determine the network's response to variations of transition probilities. This yields

A A
S = -0.08 SA . 0.0184

1 2
(26)

SA - A , .7
S A 0.000128 5 A 0.072

and S = 0.02t12

From the absolute magnitudes it is seen that overloads and recovery from overloads have the greatest effect
n the network availability. Hence any network modification or design changes which would tend to increase
time-to-overload and decrease time-to-recovery from overload would most efficaciously increase the network
availability.

5. CONCLUSIONS

To formulate the Availability function for any given computer network consideration must be given not only
to network equipment failures but also to other relevant factors such as channel interference, computer
equipment overloads and channel overloads.

Markovian model of network Availability function can be formulated from n discrete-states and conco-mitant
number of transition probabilities representing such events as network equipment failure, interference,
overloads, and recovery from failure, interference, and overloads. The formulation leads to a set of
ordinary-first order differential equations which can be solved directly for the steady state Availability
function by the application of LaPlace transforms and its final value theorem. The function so formulated
can be subjected to analysis of sensitivity to variations of the functions' parameters.

If meaningful evaluation of computer network Availability function and its Sensitivity is to be attempted,
it is necessary to obtain estimates of transition probabilities from the systematically collected network
random variables time-to-failure, time-to-overload, time-to-interference, and the time-to-recovery from
failure, overload and interference.
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DISCUSSION

Questioner Unknown
Votre formule d'dquilibre synthtique est obtenue porte i l'infini. Est-ce que vous pouvez nous donner un ordre
de grandeur du vrai temps pour obtenir cette formule?

Est-ce qu'il s'agit d'une minute, d'une heure, d'un jour?

Author's Reply
Time is really irrelevant. You can collect the data of the time to failure or time to overload simply because you
are seeking the probability density function governing the time to overload/interference or repair. From the
probability density function governing this process all you want to do is to obtain the transition rates. So whether
this is over a given second or hour (e.g. with the microprocessor it would be in seconds, for the time to repair in
hours) you are interested in the rate because the transition probability Pi is in fact a rate. The problem is that
these rates are required to be constant, this is a constraint of the entire model.

-Ik
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ESTIMATION RAPIDE DES TROtS PARAMETRES D'UNE LOI DE WEIBULL

par

Robert ATTULY et Christian BERTIN
Socidti Nationale Induatrielle AEROSPATIALE
Division des Systdmes Balistiques et Spatiaux

78130 LES NUREAUX - FRANCE

RESUME

L'estimation des trois paramdtres de Is loi de Weibull eat une opgration ddlicste, particu-
lidrement dana le cas d'6chantillons de faible taille. La mfithode du maximum de vraiaemblance (M.L.E.)
conduit A un aystame d'6quationa dont Ia rasolution ndcessite de puissanta moyena de calcul ; de plus,
la convergence des algorithmes n'est pas garantie en raison de Ia forme particuli~re de la fonction de
vraisemblance.

La udthode de "saturation" proposge ici utilise la "quasi-exhaustivitf!" d'un petit nombre de
statistiques associges A 1'6chantillon et donne des rdaultats voisins de ceux obtenus par la udihode du
M.L.E., lorsque cette derniare peut atre utilisfie, tout en prdsentant lea avantages suivanta

- une aise en oeuvre facile, graphique ou analytique,

- Ia prise en compte de la taille de 1'6chantillon,

- seule Ia statistique aseocide A 1'4chantillon doit atre conservge en mdmoire.

Cette mdthode prdsente enfin l'avantage d'6tre bien "prdvenue" (au sens de E.T. JAYNES)
contre touts erreur relative A l'hypothdse de loi. Ce point conduit au concept d'hypothass param~trique
affaiblie et, en particulier, A la loi tdtra-paramdtrique gdndralisant A Ia fois la loi de Weibull, la
loi Gamma et Ia loi Normale.

1. INTRODUCTION

Nalgrd l'effort des thdoriciens, le probidme de 1'sstimation statistique eat loin d'itre
rdsolu. L'utilisateur eat donc amen6 A choisir dana l'ensemble des procddurea d'estimation proposdes
par la thdorie, cells qui lui semble la mieux adaptde, A partir de critdres dont Is caractdre pratique
et parfois subjectif n'est pas A nier. Certaines classes d'estimations douges de proprigtga intgressantes
se ddgagent:

- maximum de vraisemblance (N.L.E.),

- moindres carres,

- moments,

aucuns cependant ne parvient A s'impossr. CVest dana ce cadre qus s'est pos6 le problame de 1'estimation
des trois paramatres de Is loi de Weibuli

-i6
Las difficultds soulevdss par ls rdaolution de ce probidme, beaucoup plus simple lorsque Ie

paramitre de position a eat connu, nous ont conduit A une mdthode d'estimation A notre connaissance
inddite et prdssntant certains aspects pratiquss et tbdoriques intgressants

1 simplicitg et rapiditg de mieen oeuvre,

Ces points seront dfiveloppfis plus loin.

Las auteurs ns prdtendent nullement que cette mdthode eat prafirable A toutes celles d~jA
existantes, mais espgrent simplement qu'ells sera de quelque utilitfi pour d'autrea utilisateurs.

Le point 3o) rsvat touts son importance si V'on convient d'acceptsr avec Norman L. JOHNSON et
Samuel Kotz qus l'utilisation de Ia loi de Weibull ne repose en fait sur aucune justification
tiboriqus, mais sur des considfirations pratiquss de commoditfi d'emploi (rfif. 3. p. 251). L'utilisateur
doit donc savoir dans quelle mesure cette commoditg d'emploi affects, sinon d~nature, lea rdsultata
statistiques auxquels il parvient A Ia suite de 1'expgrimentation (sensibilit6 A 1'hypoth~se de loi).

Pracisons que la mithode de saturation proposfie ici ne concerne, pour l'instant, que leg
easais couplets. Sa gdnigralisation aux cas censurgs (types I et 11) est envisag~e.

Notons, pour terminer, que Ie concept de saturation dfiveloppE plus loin nous semble plus
important qua Ia m~thode retenue, cette derniare devant certainement pouvoir 6tre amfiliorfie par
un choix plus judicieux des statiatiques utilisies.
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2. RAPPELS SUR LA LOt DE WEIBULL

2.1 LA LOI DE WEIBULL

d~pend de trois paramitres

z. paraw.atre de position,

0<6 paramatre d'6chelle,

o1 O<r paramatre d. forme.

See moments centrde sur a s'expriment A l'aide de la fonction Gamma

S 4/c - E)

En particulier pour les premiers momenta

'~~- - ~(.5)!c~I(asymdtrie)

Ces diff~rentes fonctions sont repr~sent~es sur la planche 1.

2.2 On repr~sente habituellement l'6voiution du graphe de w ( Xj.Io.,_, ) lorsque a et b sont fixds.
Ii nous a semblg plus instructif (a n'6tant pas connu dans le problame d'estimation), d'6tudier

ces mamee 6voiutions sous forme r~duite (M4 et 7- fix.4e). L'expression de w est sous forme r~duite

Lee courbes obtenues (cf. planche 2) appellent certains commentaires

2.2.1 pour C < I

Is densitE W'est pas finie pour x -a

2.2.2 pour C - 1:

on obtient la distribution de Poisson (exponentielle r~duite), seul cas oti la densitA en a
es t finie non nulle

2.2.3 pour 1 < C < 2

Is densiti et nulle en a avec une pente infinie

2.2.4 pour C - 2

on obtient is distribution de Rayleigh

2.2.5 pour C > 2

Is densiti eat nulle et A pente nulle en a. On remarquers que pour C compris entre trois et dix,
Is densitg et trils voisine de is densitA normale (en pointili4 sur Is plsuche 2)

2.2.6 pour C tr~es grand:

Is densitf! tend vers une limits qui est la loi doublement exponentielle ou ioi des valeurs
extrames qui s'6crit, toujours sous forme r~duite

'5 .57712 (constanue d'Euler)
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On peut d~j! d~gager un certain nombre de remarques concernant l'estlmation des trotspas
matres a. b ot c de la loi de Weibull A partir d'un dchantillona 

ra

de moyenne M, d'dcart type

- ce W'est que pour C >,,1 que la densitg eat born~e aur R et pour C > 2 que cette densitg eat continuement
d~rivable suriR toutes les m~thodes d'estimation reposant sur Is "r6gularitV" de Is densitg w ne
seront, A priori, vraiment efficaces que pour C > 2 et totalement inop~rantes pour C < I Wcest le
caa pour le M.L.E., voir chapitre 3).

- lorsque C < 2, le param~tre a de position joue un r~le important dans la forme de la densit6, rale
qui devient secondaire loraque c augmente. De plus, pour un 6chantillon de taille donn~e n, Ia

probabilitg de trouver Is plus petite r~alisation

voisine de a augmente lorsae c diminue. On salt (ref. 3, p. 256) que pour 0 < C < I

F ,~eat juatement un estimateur "superefficient" de a. On retiendra que l'information cneu

dana X eat d'autant plus importante que C est faible.

- pour lea valeurs moyennes de C, Ia distribution eat proche de la distribution normale, le paramatre a

ne joue qu'un rale th~orique (a. - - ) que seula des 6chantil Ions de grande taille pourront
mettre en 6vidence. L'information semble, en dehors de M et r- , se rattacher 1 I'asymC-trie Zr
de is courbe, celle-ci slannulant pour C Y 3,6.

Toujours eat-it que pour tea 6chantillans de faible taille, l sera illusoire de vouloir determiner
C avec pr~cision.

-pour lea fortes valeurs de C (C > L0), lea densitds sont tr~s voisines et on acceptera Is lot

doublement exponentielle comme une approximation d'autant plus raisonnable que is taille de

2.3 La fonction de r~partition 1FA. de ls plus petite r~alisation X d'un 6chantillon XC=

de taille n (rialisations ind~pendantea et de r~partition commune F) eat

F.F),

Dana le caR oi F eat Is r~partition de -Weibull

F W

eat aussi une repartition de Weibull de meme param~tres de position et de forme, celui d'6chelle 6tant
v v

divis6 par ns. En particulier, Is moyenne 6l,et l'6cart type :F de )(~sont

On retrouve math~matiquement le fait que loraque C eat faible (C < 1), X.% eat peu

dispers6 et proche de a dont il eat un bon estimateur.

2.4 Lea moments gfin~raliags de is loi de Weibull s'expriment A partir des dgriv~es de Ia fonction
Gamma:

En particulier (n - 0)

Ces deux relations (qui utilisent te fait que Log (X -a) eat distribu6 suivant is lot
doublement exponentielle) permettent d'estimer, lorsque a eat connu, lea paramatres b et c de fagon
satisfaisante (rif. 3, p. 257 et 285).
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3. ESTIMATEUR DU MAXIMUM DE VRAISEMBLANCE (M.L.E.)

3.1 RAPPEL SUJR LA METHODE

Soient 1 0E(3

Ia densit6 de probabiliti! d'une loi d~pendant do param~tre 0assujetti au domaine et

IX= (N~
on 6chanillon de n r~alisations ind~pendantes d'une variable aI~atoire. La vraisemblance de 1'6chan-
tillon X poor la loi f peut Zetre d~finie par lexpression

(,x/ F)~ 0 (./~
On appelle estimateur du maximum de, vraisemblance, tout vecteur v16rifiant

Sous riserve d~existence et d'unicit6 et royennant certainea hypoth~ses de r~gularit6 de la

fonction f sor R x , on peut &tablir lea propri~t~s qui font du M.L.E. on earimateur privil~gi&.
11 eat cependant primordial de remarquer que, pour lessentiel, ces proprift~a sont de type asymptotique,
c' est-1-dire que is M.L.E. eat on estimateur remarquable pour lea 6chantillons de grande taille. Pour
lea petits 6chantillons, ls M.L.E. conserve certaines propri~t~s (ref. 5 mats insuffisantes pour lui
assurer encore one quelconque supr~matie.

Lorsque l'un dea paramatres 6z a estimer d~limite en partie le champ (f #/ 0) de la variable
al~atoire, de nombreoses difficultds apparaissent g~ndralement. La fonction de vraisemblance peut d Jd

ne pas Cetre born~e sur on aoua-enaemble E), de ®Ret tout vecteur de 9,maximise de faita2 et

devrait Etre consid&r6 comme, on estimateur do M.L.E. En pratique, on restreint le domaine de d~tinition

de 6A u n aoos-domaine '5 de (

Sur lequelJQ eat major~e. Cette hypoth~se sans laqoelle le probl~me n' a aucon sens n' est en pratique
p reaqos jamais mentiona~e de faqon claire et complete ce qui peut conduire A des conclusions inexactes.
Ceci eat dG ao fait que Von pose le probl~me do M.L.E. directement en terme ddriv6, c'est-3-dire en
recherche de maximum local

[;I V~~I d~fini n~gatif

Le domaine admissible 'D 6ant hien prdcis&, l'existence et l'unicit6 det. 6ablie, lea
proprift~s asymptotiques de l'estimateur ne vaudront, en g~n~ral, que aur one partie seulement de
ce qui restreint encore le domains des valeors do param~tre pour leqoel l'estimateur do M.L.E. pr~sente
on int~r~t particulier.

3.2 CAS DE LA LOI DE WEIBULL

(Rappelons que l'estimateor do M.L.E. eat on invariant par changement de parasi~tre). Pour on 6chan-
tillon 

IL~

LoC -n [ + (C - ) 0,X~o) -J- (k -o) CLi

On retnarque que poor C < 1, Is fonction n''st pas born~e

On cherchera dooc A r~aoodre le problme sor

6>0

C- ;ak I (et non C 0 corme on le volt tr~s souvent)
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Tout e xt remu localI de Rl su r v~ritte

~SL 4.

___ ~ X - b- L (x ) -~(xc.u) 0.L~& 2 (c)

Nous exatninerons rapidement le cas o4i a est connu puis Ie cas plus complexe o5i a est a estiiner.

3.2.1 CAS OU LE PARAMETRE DE POSITION a EST CONNU ( CL <,

Dans ce cas, Is solution du probl~me existe et est unique. Pour le d~montrer, nous
utiliserons la propri~tg suivante:

soit A(x) *t~ '6(x) deux fonctions monotinea, alors Is diff~rence

J est positive ou negative suivant que A et B varient dans le ragme sens ou en sens contraire (cette
proprikt6 bien connue dana le cas lin~aire s'gtablit simplement pour des distributions continues
ou discr~tes en rernarquant que A et B sont les d~riv~es de fonctions positiveinent ou n~gativement
convexes).

3.2.1.1 EXISTENCE ET UNICITE DE LA SOLUTION, METHODE DE RESOLUTION

En posant A\

les 6quations (2 b) et (2 C) se r~duisent au sysame

5= Y(XL' -'h

La fonction AI(C) v~rifie

C 'y/ . . . \C 01 .c >C.

c' eat-a-dire que eat monotone croiasante positive'aent convexe, n~gative pour C - 0. L'iquation (3 C)

admet donc toujours une et une seule solution C. Cette derni~re peut Ztre obtenue tr~s rapidement

par l'algorithme de Newton-Raphson

en prenant Co =1 comae valeur initiale,ou mieux (cf. 4 2.4)

La solution B associge eat donn~e par (3 b).

3.2.1.2 SOLUTION CO.tRESPONDANT A UN MAXIMUM DE f

En effet, lea termes diagonaux du Hessien deS1 s'6crivent compte tenu des relations (2 C) et
(3 C)

-1 + (XY4 L-(X -. ]
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De plus, le d~terminant

s'exprime apras simplification par

Le Hessien eat done d~fini n~gatif et la valeur dell correspond bien A un maximum local. De
plus, sur lea frontieres :

C -*- -0 * .. 3 5 - -- - -

La solution (B, C) est done un maximum global sur le domaine : b > 0 - C > 0.

I1 est A remarquer que lorsque a est connu, rien n'interdit A C d'itre inf~rieur . 1.

3.2.2 CAS GENERAL (a INCONNU)

Ce cas est plus complexe et l'existence d'une solution au systame (2) n'est pas assur~e.
Soien, B* et C* lea deux fonctions de a solutions de (2 b) et (2 C). Leur existence et leur unicit& ont
dt6 6tablies en (2.1). Si une solution A (2) existe, elle se trouve donc n~cessairement sur la ligne de
crate :

oaI, prend les valeurs

et r~soudre (2) revient A r~soudre l'6quation :

a"'(.) - (+-_) (0.-y + .. (x-.)'- o

Pour C* < i, Sj*' > 0, on retrouve le fait que s'il existe une solution (S, 6, 2), on aura
n6cessairement : > i

3.2.2.1 ETUDE DE LA FONCTION C*(a)

C'est la solution de l'6quation (3 C). Sa d6rivge est, en reprenant lea notations du (2.1.1)

y , =j -L. (x ¥ 4 -

ou - + Ye, J
- pour C > 1

L oY . 'Y. '." . , 0 (fonction croissante (de Y) avec Le% 'IL o

- pour C < 1

> 0

D'autre part, C* v~rifie l'identitg

4- +e.' se mettre sous la-forme

qui peut se mettre sous Ia forms :__________

¢.£ 1/-



Loreque .a. )( C* positive (cf. 1 2.1.1) dicroisaaate tend vera une limite qui no pout7-

Stre que 0 (identitfi sous Is 1Nre forme) et loraque a -- P - C tend Vera + o (identitg sous Is
2Uae forme) .

En r~sumg. C*(a) est monotone dficroissante non majorge et tend vera 0 lorsque a .
L'bquation

C*(s)-1

adinet donc une solution unique Qv que l'on obtiendra facilement en appliquant l'algorithme de Newton-
Raphson ai Ia fonct ion :______________________________ ________________

croissante, positivement convexe

I(. (Y~~Q.~ay ___ ____

Retnarquons que, pour %=(- o.L,~

3.2.2.2 ALLURE DE S).

Plagons-nous dans le plan (a,c) en supposant v6rifig (2 b)

lexpression (1) de devient z

-n = Lc r -r-o L +~ t) Lo(X o-) Q4

-pour CE # , lorsque a-.X
~ L f~- _ +~ pour C <1I

It a."~ pour C > 1

-pour C =J l sl 'icrit

Le maximum inst donc atteint pour lea valeurs

et vaut

de~ R Ces propri~tgS sont r~sum~es sur is planche 3 figure 1, le signe > indiquant Is croissance

Dsns ls recherche du maximum de vraisemblance trois cam peuvent am produire (cf. planche 3
figure 2)

-cas n 1

Le yst~me (2) n'admet pam de solution. -W~ (a) eat monotone croissante jusqu'a fa. Cependant.
f-uLd s orta que le maximum din vraisemblance £1 est atteint pour

a

C I

-cas n* 2

A"(a) admet un maximum local ( L O. mais ce maximum eat doming par fl. lui-mime doming par
-La solution cherchge eat encore celle ci-dessus.
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- cas n* 3

£l- (a) admet un maximum local (CNC qui eat aussi usn maximum global (donc >rLu). LA encore, ii
faut comparer ce maximum A 1 j. Ce n'est que si _W >-ftl que le triplet trouv~s est l'estimateur du

L'al lure de la surface de vralsemblance f. (0.0 dans le cas no 3 est repr~sentde sur Is planche 4.

Une 6tude plus approfondie 61iminerait peut 9tre certaines configurations. Ce qu'il importe
de retenir, est que dans la recherche du maximum de vraisemblance de Is loi de Weibull A trois paramatres

1*) la recherche de ce maximum n'a de sens que sur le domaine a 4)(C0 < b - I ~< C

2*) le maximum existe toujours sur 0mais n'est pas n~cessairement solution du systame ddrivg

jradl -o0
3*) Si le syst~me d~riv6 admet une solution, il faut vfirifier

- qu'il s'agit bien d'un maximum local,

- que ce maximum local est global, en particulier que Ia valeur de R est sup~rieure A

-L L -7 )
4') si la fonction de vraisemblance admet un maximum local, elle admet alors n~cessairement un point

selle (cas n* 2 Ct 3). Cette remarque, rappelde par C. BROWN (r~f. 1), laisse d'embl6e sceptique
quant aux performances des algorithmes de r~solution du M.L.E.

3.3 APPLICATION

L'algorithme propos6 par Dallas R. WINGO (r~f. 6 Ct 7) utilise la m~thode de "quasi-lin~arisation"

d~rivge de celle de Newton. Il s'agit. en quelque sorte, de minimiser IIT-4afll dans le domaine admissible.
Compte tenu de ce qui a 6t6 dit plus haut (3.2), on comprendra que malgr6 sea qualit~s, l'algorithme
pose quelques probl~mes d'utilisation, surtout dans le cas d'6chantillons de taille faible (n < 100)
Ct/ou de faibles valeurs de C (C < 3). Le taux de rejet devient prohibitif (> 50 %) et en cas de conver-
gence il faut v~rifier que V'on a bien affaire A un maximum (au momns local), car il arrive fr~quemment
que la solution fournie soit le point selle. It faut cependant reconnaltre la bonne tenue de l'algorithme
pour les 6chantillons de taille plus importante et pour lee valeurs de C plus 6lev~es.

HARTER H.L. et MOORE A.H. (r~f. 7) font 6tat d'un algorithme dont malheureusement nous n' avons
pu prendre connaissance ; its coaviernnent cependant de rencontrer les m-emes difficult~s que plus haut.

Il eat A noter (r~f. 3 p. 256), en ce qui concerne lea faibles valeurs de C, que l'estimateur
du M.L.E. ne poss~de ses propri~t~s asymptotiques que pour C > 2.

Pratiquement, il convient de remarquer que la mise en oeuvre des algorithmes de recherche du
M.L.E. n~cessite de puissants moyens de calculs. Le temps C.P.U. sur un processeur puissant vanie de
quelques secondes A plusieurs minutes suivant les cas. De plus, et par Principe, il faut m~moriser la

3.4 CONCLUSION

Sous lea trois aspects, th~orique, algorithmique et pratique, Is m~thode du M.L.E. appliqli~eI A l'estimation des trois parseatres d'une loi de Weibull pr~sente de nombreux inconvgnients. Nous neI
doutons pas que certains puissent Sire supprimis (oti le soient d~jA). N~anmoins, d'autres demeureront,

par Principe meme.

alideEnfin, il convient de revenir sur l'hypothase de loi. On a vu plus haut (§ 1) que le choix deI
I odeWeibull repose davantage sur une certaine commodit6 d'emploi que sur des justifications

thgoriques (sauf il eat vrai de rares exceptions qui rel~vent du cas d'6cole). U~s Ions, la m~thode du
M.L.E.. Atroitement li~e A une distribution hypoth~tique

L 6.

est-elle justifiable ? 11 eat A1 pr~mvoir que pour lea 6chantillons de tr~s faible taille, Ia coloration

paramitrique sera tras forte. Ainsi, par exemple, les deux premiers moments statiatiques (M, Z ) de
1'6chantillon seront remplac~s de fait par les moments th~oriques de la loi estim~e, la diff~rence ne
se justifiant que par l'hypothase de loi.
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4. METHODES DES MOMENTS

Soient (4.,un 6chantillon de taille n at a un riel quelconque. Loa moments atatiatiques
centrga aur a aont lea quantitga:

,,r, L x

Cette d~finition peut atre g~nfiralisfe en posant

= (x..-a)k L-31 (Xt-)

oai k etL sont des riels ('> 0). Ces moments g6nfiralisfis nexistent pas toujoura. Pour kc non entier
et/out, non nul, il eat n~cesaaire que

pour que le moment correapoadant salt ddfini.

Soit f (x, 4') Ia densit6 de probabilitf! des XL (suPPOS69 indfipendants) . On appelle mfthode
dea moments (au seas strict) toute m~thode identifiant certaina moments statistiques de l'6chantillon
aux espgrancea math~matiques reapectives pour la lol f, de fagon A avoir autant d'6quations que de
paramitresa estimer. Lorsque le champ de la variable algatoire eat It. on choisit g~n~ralement a =0.
loraque, le champ eat du type (a. ,+- ), on choiait naturellement C% .. . La m~thode depend doac du
choix (judicieux) dea couples de valeura (k, i. ) Nous rappellerons ici deux exeaples classiques

1*) loi normale N (Tn,v

En identifiant les deux premiers moments (o.. a')

on obtient uae m~thode des moments qui a'eat sutre que celle du M.L.E. (ce qui historiquement W'eat
ps un hasard).

2*) loi Gamma ?(x)

En identifiant lea moments suivants

t1o= L-- (X...) -- E Lj L 9 '-)}

on obtient ici encore Ia mdthode du M.L.E.I

Ces deux exemples mettent en 6vidence ls relation parfois 6troite eatre deux m~thodes en
apparence tras diff~rentes. Plua g~ngralement, les iquations; aboutissant au M.L.E. Boat Au type

Calculons (en aupposant remples =lea Eyohssderglrt ncsars

de aorte qua

0G, E6.
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Ainsi, d'une faqon g~ngrale, Ia m~thode du M.L.E. identifie lea valeurs atatietiques des
dirivges partielles de Ia vraisemblance aux eapgrances math~matiques reapectives. Or, ces d~riv~es
partielles font intervenir des statiatiques de 1'6chantillon qui, pour Is plupart des distributions
(Normale, log-Normale, Gamma, 1Weibull, , double exponentielle), aont lea moments gt~n~ralistfs dfifinis
plus haut. La m~thode du M.L.E. apparatt done comae uine m~thode "conservant" des fonetions lin~aires
des moments gfinfralias:

4(1 6) M L + +~e 1 ~e,

Par exemple. dans le cam de Ia distribution Gamma

rL- - L , iMi (X. a.

ce qui explique que le M.L.E. "conserve", l 1  ,MI.

Le cas de Is distribution de lWeibull eat mains simple

It C. -t 
C.

B B "L

On peut cependant affirmer que le M.L.E. "conserve"

(et de faqon tr~s approximative M1~ t 4 0  )

(A cet 6gard, l'avantage de la loi Gamma sur la loi de Weibull, pour a connu, eat clair
l'utilisateur de la premi~re pouvant considgrer que l'information contenue dans 1'6chantillon X se
r~sume exhaustivement dans M*0  et M, alors que dana le second cas, ii faut considgrer tMl,Ml~ '

1
M

C 6tant inconnu, c'est-5-dire conserver l'~chantillon )

5. METHODE DE SATURATION

5.1 PRINCIPE

11 eat d'usage en atatistique d'accorder une place pr6pondgrante aux deux premiers moments
M 1 et M 2 d'un 6chantillon (cadre non param~trique), puis aux moments d'ordre plus glev6 M 3 et M 4

(dissymdtrie, applatissement). Pour une loi tronqu~e (A gauche) la plus petite valeur Kde l'6chantillon
4/, v

revAt 6galement tine certaine importance (Xpeut 9tre coiisidgr6 comme le moment d'ordre F*:,~mX)= =X

L'uttlisateur amen6 A faire one hypoth~se de loi devra r~soudre un comprosis, putaque comme
il a 6t6 dit plus haut, chaque loi privilA-gie certains momenta (ou mommes pond~r~es de momenta) sp~ci-
fiques et introduit done une coloration param~trique sur lea autres momenta.

L'utiliaateur qui consid ?re aur des bases qui lui sont propres que lea deux premiers moments
sont fondamentatix, sra conduit A adopter une loi Normals, aucune coloration param~trique n'affecters
ces deux quantit~s. V'est le cas Is plus fr~quent et on tel choix en pratique se fait natorellement. On

* remarqoera que la lot Normals eat Ia moins pr~venue pour ces deox quantit~s (r~f. 4 p. 139). (Le meine
raisonnement s'applique a Ia loi Gamma, Ia momns pr~venue (rdf. 4 p. 152) pour M.. it M~ I

Cependant, d'autrea considgrations psovent lui imposer un type de loi d~terming. Ainsi, en
fiabilit6 m~canique, il est d'usage d'utiliser is loi de Weiboll meine si lea premiers moments et
l'inf de 1'6chdnttilon sont jugds importants. Le compromia qot semble a' imposer consists

1*) A adopter une lot de Wetboll,

2*) A estimer lea param~tres de cette loi par one m~thode des moments conservant lea momenta jug~s
importants.

Diaposant de trois param~tres, ii faut choisir trots moments

1*) M'I,Mt, !15 (moyenne, variance, assymdtrie)

L'inconvfdnient de cette mithode eat que rien n'impoae A Ia valeur estim~e A du paramatre de position

d'9tre inf~rteure A )
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2*) M t1.X (moyenne, variance. inf.1

Cette m~tkiode a l'avantage de prendre en compte la taille de l'6chantillon et ainut de rester valablo
pour lea petites tailles. Cependant, elle n'est particultarement efficace que pour lea faibles
valeurs de C. ce qui a 6t expliqu6 au 1 2.

La isathode de aatu-atton eat un comproits entre lea deux choix prikcfdents dane lequel on

essate de conserver aenatbiement lea quatre stattetiques (Mi'Mtl5 ,X).

5.2 METHODE

Rappelona (voir 6 2) que la lot de Wetbull

(-&I CO, C EC

a pour premiers moments (a = /C):

II a.. S

=b Ti)

(L- 3 (IS~! + 2 (S!

relationa qut peuvent se Tnettre aoua la forme

M -( c))L(C

et que at Z(~ eat un 6chantillon de taille n et aIa plus petite raaliaation, s~ uit la loi do, Weibull

de sorte que

Etant donn6 l'dchantillon X. L Z I,.' rt

10) on calcule-

MV= X4

I 2*) on fait tine premiare estimation de C et b

3*) on est tee a en tenant compte de la valeur do X*

4*) on rdeatime b et C en tenant colnpte de l'eatimation 2 de a

A

6

Cette mdthode eat trgs facile A mettre en oeuvre, lea fonctiona g, V, u, (1/c) I pouvant

- soit itre reprisentaea graphiquement,

- soit 9tre approxtmdea avec la prictaton dfisirge par des Zractiona rationnellos oti des polynmoes.



5.3 MISE EN OEUVRE

5.3.1 METHODE GRAPHIQUE

Lee courbes reprisentattves des fonctions d'astimation dhfinies cl-dessus peuvent Stre trachea

une fois pour toutes comme our lea planches 5 et 6

- courbe (1) r. s

- courbe (2) Y-/b = w(

- courbe (3) -T/ ( - -t/uL

- courbe (4) ('1C) j/( V, pour diff~rentes valeurs de n.

L'estimation de a.b et C est alors directe, coanme on pout s'en rendre compte par l'exeauple
ci-dessous.

EXEMPLE

et Soit 1'6chantillon de 30 rialisations d'une loi W (0, 1, 2) dont Is statistique repr~sentative

=0,82069, Z =0, 39546, 0.i~ 051320, X'-0, 20862

kvec 0,513, on lit Ia courbe (1) C=2,2 et sur Is courbe (2)jg. - 0,425 d'o5 b -0,9305

Avec '. - 2,2 et n - 30, on obtient sur Ia courbe (4) - 0,188, soit 5 0.0337.

Avec ~/~-)=0,5025, on lit our la courbe (3) C - 2,0 qul donne sur la courbe (2)--
0,48, soit 8 - 0,82.

L'estimation est donc S=0,03 - 6 - 0,82 - E= 2.

Cette mhthode est trhs rapide mais ne permet pas toujours d'atteindre une prdcision suffisante

dans 1'estianation. On peut alors lui prdfirer une m~thode numgrique mains directe mats plus pr~cise.

5.3.2 KtETH00E POLYNOHINALE

line mfithode permettant d'obtenir la pr~cision d-isir~e consiste 5 appraximer les fanctions
d'estimatton par des fractions rattonnelles.

Nous proposons ici des approximations permettant d'obtenir une pr~cision de 102 sur les
estimateurs, ce qui semble suffisant pour des 6chantillons de foible taille

t~.~-0,2 ~j)(3,62 - 0,266 
6
1 + 0,2453 )/(1 + 0,8711'

valable sur l'intervale - 0,63764 4 gj 6,6188

S= V C Z:F -0,406 (A16-- - 0,386 (AC-1 ) 2 + 0,241 -1i )',>

valable sur 9,5 < C 4 10

'A [1 0,41 [,248 t4 )c- 2 + 0, 161 (1 4)5~

valable sur 0.5 C < 10

[I + 0. 529 (s- 1) + 0,134 (1( 1~2] ~ + 0,534 X-)

OU e et 0, 12031 <% IK 2,2361

puis on rhutilise, pour calculer : 6 ,8 4&( ,4 .~z 4

En appliquant cette mfithode A 1'fichantillon trait6 doe l'exemple pr4c~dent, an obtient

1 0,03, 8 - 0989, P- - 2,10

alors que lea valours exactes obtenues par 1 e calcul sont

'1- 0,03455, 1 - 0,88757, Z 2,08721.j
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5.4 PERFORMANCES

L'fvaluation des moyennes et 6carts types des estimateurs a W faLte par une m~thode de
Monte Carlo sur 500 ichantillona, de taille n - 10, 30, 50, tirgs d'une loi W (0, 1, C) pour C - 0,5, 1,
2, 3, 4.

Les rgsultats sont rassembl~s dans le tableau ci-dessous

C:

: 0,5 1 : 2 : 3 4
Paramatres n : :

------------------- -----------------------------------------------

: 10 : - 0,49 : -0,32 : - 0,31 : - 0,28 : - 0,22
a 30 : - 0,07 - 0,08 - 0,08 - 0,11 - 0,13

: 50 : - 0,02 : - 0,03 - 0,05 : - 0,07 (0,002) : - 0,09 (0,03)

: 10 2,15 1,41 : 1,34 : 1,27 : 1,21
E 5 30 : 1,36 : 1,13 1,12 1,11 : 1,13

: 50 : 1,24 : 1,06 1,06 : 1,07 (0,99) : 1,09 (1,03)

: _ 10 : 1,94 1,73 : 1,65 : 1,53 : 1,38
: i/c 30 : 1,28 : 1,19 1,16 1,18 : 1,21
: 50 : 1,17 : 1,10 : 1,11 1,12 (1,05) 1,15 (1,09)

: 10 0,44 : 0,41 : 0,70 : 0,80 : 0,85
* W 30 0,06 0,11 : 0,20 0,38 : 0,56
: 50 : 0,02 0,05 0,14 : 0,26 (0,28) : 0,40 (0,46)

: 10 : 1,41 : 0,64 0,76 : 0,83 : 0,87
: 6 30 0,55 : 0,27 : 0,25 0,40 0,57

50 : 0,40 : 0,i8 0,18 : 0,28 (0,29) : 0,41 (0,47)

: 10 : 0,94 1,13 1,26 : 1,16 1,04
T/c 30 : 0,28 : 0,30 : 0,35 : 0,54 0,72

: 50 : 0,19 0,18 : 0,24 : 0,36 (0,39) : 0,51 (0,58)

Les biais restent stables pour C > I et les variances augmentent lgzrement avec C.

A titre de comparaison, on a fourni, er.tre parentheses, lea performances obtenues par Ia
mithode du M.L.E. pour les seuls cas (C et n suffisamment grands) o l'algorithme (r6f. 6) converge pour
tous lea 6chantillons. On volt que si lea biais obtenus par le M.L.E. sont inf~rieurs A ceux obtenus par
is m~thode de saturation, lea 6carts types sont, par contre, lg~rement sup~rieurs.

Ces r~sultats sont aussi pr6sent~s sous forme de courbes sur lea planches 7 A 12.

6. HYPOTHESE PARAMETRIQUE AFFAIBLIE, LOI TETRA-PARAMETRIQUE

Nous avons insistg dans ce qul precade sur le fait que 1'estimation param6trique eat 6troitement
li~e A la confiance accord~e a l'hypoth~se de loi et que, en g~n~ral, l'utilisateur fera un compromis
entre Is r~alit6 d'une exp~rimentation statistique et l'hypothase en question.

La loi Normale repr~sente en ce sens un certain ideal lorsque le champ de la variable est I.
Cependant, dans de nombreux cas, on 6tudie des variables dont le champ eat tronqu6 au moins d'un cbt6
(fiabilitg par exemple), ce qui conduit A rejeter la loi Normale (is lol de Weibull souvent utilis~e
dans ce cas ne repose malheureusement sur aucun module thforique).

Le choix d'un type de distribution pour representer un ph~nom4ne algatoire eat tne 6tape
dgcisive en atatistique descriptive. II peut arriver que Is connaissance physique du phdnomne soit
suffisante pour conduire A une modglisation statistique indiscutable. Cette situation reste en pratique
assez rare et dana Is plupart des cas, c'est par commodit6 que l'utilisateur d6cide d'utiliser tel type
de loi plut~t qu'un autre, mtme s'il tente par la suite de justifier e choix. Une telle d~marche, A
priori critiquable, conduit cependant a des rgsultats tras souvent raisonnables sinon precis. ii n'y a
A aucun paradoxe :

1) lorsqu'un type de distribution eat particulirement adapt6 au domaine d'utilisation, on peut g6n~ra-
lement le conaidgrer comme 6galement adaptg au processus physique A moddliser en raison justement
des proprist~e sous-jacentes qui font qu'il eat d'un maniement ais6 dans Is domaine en question (loi
de Poisson en fiabilit). Une telle distribution doit 9tre regard~e comme une approximation au
premier ordre de la r~aliti (analogie avec la lindarisation des systames physiques),

Al ...., I
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2') il somblo quo Ie choix d'une loi param~trique nWest pas d~terminant s'il no dfiforme pas do faqon
flagrante lo phhnosane 6tudifi. Ainoi on fiabilitg, la lot Gamma gfiniralishe a trots paramatres
(Pearson typo 111) eat aussi valablo quo colle do Weibull A trots paramAtros (rfif. 3 p. 172). Toutos
deux aduettent la lot do Poisson comme cas particulior. Une dhmarche plus satisfateanto pour 1'esprt
conaiste A rojeter touto hypoth~so do form.

L'tnconvdnient do cotte approche non paramfitrique est qu'ello fait appol a des outtle mathf-
matiquos puissents Oats d~slicats tt dont Is signification physique oat souvent obscure, Co qui eat
dangereux au niveau do l'interpr~ration des rdsultats. La supgriorit§ de telles mdthodes nWest du rests
pas toujours 6tablie.

On conqoit donc l'utilt d'une dtstrtbution gfindrale affaiblissant suffisammont lea hypoth~ses
de modilisatton pour itre conaid~rhe comme une approche du non-param~trtqueconservant lee avantagos du
parafdtrtquo.

La lot t~tra-param~trtque, ou Gamma g~n~ralisfie A quatre paramatres, a pour denst de

pour

Elle g~nfiralise la loi Gamma (C -1), Is lai do Weibull 1A= ) et tend continuement vers 1e
loi noruale ( 9 '-..o suivant l'oxpresston

oil

u. si.=%.6c

on trouvera on rdf. 3 p. 197 des r~fdrences bibliographiques essez nosibreusos. 11 sortirait du
cadre do cette communication d'Atudier les trop nombreuses propritts do cette lot. On trouvera sur la
planche 13 lea formes particulitires de la lot t~tra-paramdtrtque pour M et 7- fixds. Notons quo lorsque
C la~ 1 lot (pour M et 1 ftixfs) tend yore

'F(T) .±ii(, rtx() X- p(tM ~

(Eq., signe do bxC)

On retrouvo pourl -. 1 Isl lot des valeurs extrdemes do type I (vaeurs supdrioures ou tnfdrteures

suivant le signo do E. j ou doublement exponentielle.

Cette lot nWest pas tronqufie et tend elle aussi Vera la lot normele pour L 1 .Nous l'eppelons
our Ia planche, lot doublement exponentielle gfindralisge. I

L'aventage essontiel do la lot tdtra-paramdtrtque eat qu'ello permet d'6valuer sur le plan
thgoriquo, des distances par rapport A trots grands types de lots. L'utilteur sore ainsi gutdg,
schoi ten favourado l'un do yes ( s ot l ndispore pas dudie doa lot dnel i e qute, paens .
schoi tn do ar tade l'de dcantypes dont te dispose ets utdie da leque irle so qitje, denms)
A titre d'e xemple, on trouvera on planche 14 la "distance" do le lot tfitra-peramdtrtque A Ia lot Normale.
En fait, on utilise Ia fonction:I

IF~ LI% oiu G eat ict la lot Normale

On remarquora le rdlo particulior do C - 3 (pour la rapidit6 do la convergence) et, pour &-I
la proxiut do la lot do Wetbull ot de 1a lot Noruele dA constatfie (S 2) pour los valeurs moyennes do
C.
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RELIABILITY IMPROVEMENT WARRANTY: AN OVERVIEW

Harold S. Balaban

ARINC Research Corporation
2551 Riva Road

Annapolis, Maryland 21401

SUMMARY

This paper is a review of the concept, genesis, and development of reliability improve-
ment warranty (RIW) in the United States. It is based on the author's participation,
since the early 1970s, in a number of RIW research studies and in the application of RIW
concepts to military procurements. Today there are RIW programs in all major United
States military services as well as in the military services of a number of NATO countries
The rapidly increasing use of this procurement/logistic concept strongly suggests that
RIW is now a viable approach to securing reliable and maintainable equipment at a reason-
able cost.

INTRODUCTION

A reliability improvement warranty is basically a contractual commitment by an equipment
supplier to perform depot-type repair services at a pre-established total price for a
stated number of years or operating hours. On the surface, it can be viewed as simply a
fixed-priced maintenance agreement. While such a view is not entirely incorrect, it is
in motivation and implementation that an RIW is differentiated from a repair contract
and from a short-term warranty that protects against defective material.

RIWs are normally negotiated in association with the production contract and apply to
Lerational use of the production items. While the major expenditures of a warranty
procurement are for repair services, the prime thrust of the approach is to achieve
acceptable reliability. The question of whether the contractor can provide depot serv-
ices at a cost lower than that of military maintenance is secondary to the objective of
reliability and maintainability (R&M) achievement and reduced logistics support cost.

Because of the long-ter- contractor commitment associated with an RIW, prospective con-
tractors are often asked to quote warranty service as a separate line-item option. In
this way the government is given the opportunity to evaluate the economies of RIW versus
nonwarranty support, with emphasis on the R&M differences between the two alternatives.

The success of early warranty programs provided the impetus for continued development
and application of this procurement and logistics support approach. Today, there are a
number of RIW programs with variations in coverage designed to meet the particular needs
of the using service.

RIW GENESIS

The achievement of satisfactory reliability and maintainability levels in military
operational systems has been a challenging problem for a number of years. The potential
for improved part and component R&M characteristics offered by technology has been off-
set to a great extent by the demands for greater sophistication and performance.

During the 1960s, U.S. military agencies expanded considerable effort in developing ap-
proaches to achieving satisfactory field R&M performance. The concept of formal R&M
programs is now well established, as evidenced by MIL-STD-785 for reliability and MIL-
STD-470 for maintainability. Most large military procurements now impose contractual
requirements for such programs, including specifications, predictions, design reviews,
allocations, parts screening and burn-in, testing, and formal R&M demonstration proce-
dures. A number of military standards, specifications, regulations, and handbooks form
a large body of R&M "how to' documentation.

While it is difficult to evaluate the success of the formal R&M program approach quanti-
tatively, continued use suggests that benefits have been realized. However, comparison
of field results with predicted and test values shows that reliability achievement has
not been completely successful. Hirschberger and Dantowitz, 1976, describe a comprehen-
sive study comparing laboratory-demonstrated and field MTBF values for 95 distinct Navy
Weapon Replaceable Assemblies (WRAs). Ground rules were established to provide consis-
tent measurements in the laboratory and in the field; for example, field failures due to
identified mishandling were excluded. Figure I is a histogram of the MTBF ratio for the
95 WRAs. Eighteen exhibited a field MTBF higher than the MTBF observed in laboratory
demonstration, while 77 exhibited a lower field MTBF. By use of a geometric averaging
technique, the average ratio of laboratory MTBF to field MTBF was found to be 3.1:1.
Similar results were obtained for the ratio of predicted MTBF to field MTBF. A number
of MTBF values are generally higher than field MTBF values, even after a common measure-
ment base is established.
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This phenomenon has prompted the military services continuously to seek new approaches
to assuring timely achievement of satisfactory field reliability. In 1967, the U.S.
Navy, through the Aviation Supply Office, contracted with the Lear Siegler Company to
provide a Failure Free Warranty (FFW) for the 2171P gyros then in use on A-4 and F-4
aircraft. Lear Siegler provided warranty repair services for five years on 800 of the
2500 gyros in the population. Warranty pricing was based on a 30 percent improvement in
MTBF, which was achieved. The Navy's satisfaction with the initial contract resulted in
a five-year extension. This FFW contract is considered the prototype of what is now known
as RIW.

RIW DEVELOPMENT

In the early 1970s. additional small contracts incorporating RIW concepts were awarded --
including an Air Force contract to Lear Siegler for warranting gyros in the F-ill air-
craft and a Navy contract to the Abex Corporation for warranting hydraulic pumps on the
F-14 ai-craft (Aviation Supply Office, 1973; and Markowitz, 1976).

Early in 1973 the U.S. Department of Defense (DoD), through the Defense Advanced Research
Projects Agency, contracted with ARINC Research Corporation to explore the potential of
applying commercial airline warranty practices to military avionics. It had been widely
known that airline avionics of comparable functions in comparable operating environments
were achieving reliability far superior to that of military avionics. In the DoD study
the airline warranty approach was determined to be one of the significant reasons for
this disparity. It was concluded that the military could realize significant avionics
reliability and life-cycle-cost benefits from properly constituted and applied warranties.
The study was also one of the first to develop a life-cycle-cost model for the quantita-
tive evaluation of warranty.

Following the DoD study, ARINC Research was asked to assist the Electronics System Divi-
sion of the U.S. Air Force in applying the study recommendations to the forthcoming pro-
curement of the ARN-XXX, the nomenclature given to the standardized Air Force TACAN
program. Up to 10,000 TACAN sets were to be purchased under either an RIW with contractor
depot maintenance or a logistic-support-cost commitment with Air Force depot maintenance.
The procurement was restricted to the two contractors who successfully completed the Full
Scale Development phase. After receiving competitive bids, the Air Force chose the RIW
alternative and selected Collins Radio as the equipment supplier. That Air Force TACAN
RIW program was the first to employ the concept of guaranteed MTBF, together with a number
of other innovative features, many of them adopted to balance government and contractor
risks (Balaban and Nohmer, 1975).

The DoD's Electronics-X program was also under way during 1973, and a special study cate-
gory devoted to warranties was established. The Electronics-X report, published early in
1974, concluded that long-term warranties could serve as a competitive alternative to
military repair and recommended that they be applied to military electronics.

Late in 1973 the Navy Aviation Supply Office sponsored an FFW seminar that gave further
impetus to warranty implementation (Aviation Supply Office, 1973). At the same time, the
Army and Marine Corps became interested in applying RIW to commercially available naviga-
tion equipment and, under a formal two-step advertised procurement, Bendix Radio was
awarded a contract to supply navigation radios for helicopter applications under an RIW
and guaranteed MTBF (Mlinarchik, 1977).

Thus during 1974 all United States military services were involved in warranty procure-
ments in an attempt to secure reliable equipment at a reasonable cost. The DoD recog-
nized the potential of this approach as well as the dangers of misapplication and misuse.
In mid-1974 the Assistant Secretary of Defense (Installation and Logistics) promulgated
a set of guidelines for RIW, including RIW application criteria, special funding require-
ments, and essential elements of the RIW contractual clause.

In mid-1974 the Air Force's Rome Air Development Center contracted with ARINC Research
Corporation to develop a detailed set of guidelines on warranty application for Air Force
electronic systems (Balaban and Retterer, 1976). In the same year the Air Force insti-
tuted RIW terms and conditions in the request for proposal for major avionic units of the
Lightweight Air Combat Fighter aircraft (later to become the F-16). This major step
showed industry that the Air Force was firmly in support of the RIW concept. Four NATO
countries -- Belgium, Denmark, Norway, and The Netherlands -- also endorsed the RIW con-
cept for the F-16 aircraft they were to purchase.

Industry, on the other hand, had serious reservations about the RIW concept as applied
to military systems. The umbrella industry organization known as CODSIA (Council of
Defense and Space Industries Association) was the spokesman of industry concern and com-
municated its views in a number of letters (CODSIA, 1975). CODSIA's principal concern
was the inability of contractors to reasonably price an RIW on equipment for which ex-
tensive field data were not available. The CODSIA letters established an important
communication between government and industry which has continued to the present.*

*A CODSIA Air Force RIW meeting was held as recently as December 1978.



The DoD and the military services certainly recognized the inherent risks of RIW. The
DoD established a Tri-Service Reliability and Support Incentives Group to aid in devel-
oping and coordinating policy on RIW and other procurement approaches for reliability
achievement.

In 1976 ARINC Research conducted a tri-service-sponsored study for DoD on contractor
risks associated with RIW. Both qualitative and quantitative aspects were considered,
and a number of recommendations for controlling and balancing such risks were developed
(Balaban and Retterer, 1977). The military services have acted on many of these recom-
mendations, as evidenced by controls on RIW application and specific risk-limiting terms
and conditions. In addition, ARINC Research established a trial RIW data bank during
this period. The relatively large number of requests for data during this experimental
program was indicative of the recognition of RIW potential (Crum, et al, 1977).

By the mid-1970s, the RIW concept was well established and studies by RAND, IDA, and
other government and industry organizations were under way (see GAndara and Rich, 1975;
Weimer and Palatt, 1976; Gates, Bortz, and Bicknell, 1977).

Today more than 30 RIW procurements are in progress or under serious consideration.
Despite this relatively large number (as compared with only one RIW program ten years
ago), only a few programs have accumulated enough data to evaluate the success of the
RIW concept: the Navy and Air Force gyros, the Navy hydraulic pump, and the Air Force
TACAN. In three of these programs the expected reliability levels have been met or
bettered. In the smallest of the four programs, the Air Force gyro, the expected M7BF
has not been achieved, but the reliability level is still considered satisfactory.
While this small sample cannot be considered representative of the broad spectrum of
avionics procurements, the results are encouraging in comparison with field reliability
realized in non-RIW procurements.

THE RIW PLAN

A reliability improvement warranty is a long-term fixed-price commitment for contractor
depot repair. A typical RIW agreement includes the following terms and conditions:

Statement of contractor warranty -- the basic agreement, requirements for cor-
rective action, exclusions and limitations, extent of warranty coverage, require-
ments for maintenance facilities, and warranty price-related information.

Contractor obligations -- collateral terms and c-nditions regarding Engineering
Change Proposals (ECPs), warranty marking and seals, turnaround time and penal-
ties, and data requirements.

Government obligations -- requirements for government warranty administration,
timely approval of ECPs, and provision of data.

THE MTBF GUARANTEE PLAN

The MTBF guarantee, pioneered by the airlines, requires the contractor to guarantee that
a stated mean time between failures (MTBF) will be experienced by the equipment in the
operating environment. If a guaranteed level is not met, the contractor must institute
corrective action and provide consignment spares until the MTBF improves.* The MTBF
guarantee is usually used in conjunction with an RIW, and the term RIW/MTBF is used to
denote such a contractual arrangement.

An RIW plan provides indirect incentive for MTBF achievement through the contractor's
maintenance-support commitment. The MTBF guarantee provides an even stronger incentive
because the contractor is obligated to provide consignment spares to relieve pipeline
shortages that may develop as a result of low MTBF. The MTBF guarantee may also include
requirements for improving the MTBF to stated values. The RIW and MTBF-guarantee plans
are considered totally compatible.

Because of the importance of contractor involvement in failure determination and correc-
tion, the MTBF plan is considered feasible only where the contractor either performs the
maintenance (RIW or contract maintenance) or has the opportunity to monitor the mainte-
nance process.

The MTBF provisions address the following elements:

Basic guarantee -- a schedule of required MTBFs to be met by the equipment in
the field for various time periods.

MTBF definition -- countable failures and the time base for computing MTBF.

Compliance determination -- frequency of MTBF measurement and a formula for com-
puting consignment-spare requirements in the exrent the unit does not meet MTBF
requirements.

Contractor corrective-action requirements -- tne addition. l action to be taken
by the contractor to achieve the required MrBF levels.

*Consignment spares are units loaned to the government by the contrictor in accordance

with the terms of the guarantee clause. Obligations other than consignment spares may
be substituted.
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Consignment-spares administration -- spares obligation, delivery, government
return, and ownership conversion.

Data Requirements -- data to be developed by the contractor in support of the
MTBF guarantee.

LOGISTICS FLOW UNDER WARRANTY

The typical logistics flow process for a warranty repair is as follows (see Figure 2):

1. A suspected failure of a warranted unit is tested by military personnel at the
using activity to verify the failure.

2. If the unit t.-sts "good", it is put back into service or sent to supply as a
ready-for-issue spare.

3. If the unit tests "bad", it is shipped with appropriate data to the contractor
for repair.

4. The contractor receives the unit and verifies the failure and warranty coverage.

5. If the failure is not verified or is not covered by the warranty, this is cor-
roborated by a government representative.

6. Covered failures are corrected at no additional cost to the government, and
necessary data records are prepared.

7. The repaired unit is shipped back to the using activity, placed in a bonded
storeroom maintained by the contractor, or sent to a central military supply
depot.

In many respects this logistics flow process is similar to military depot repairs or to
contractor repair under a service contract. However, there are significant differences.
Under military maintenance, modules rather than black boxes (e.g., LRUs or WRAs) are sent
back to a central depot facility; under warranty, the opposite is generally true. Return
of black boxes can have a significant spares impact unless pipeline times are carefully
controlled. In addition, RIW and RIW/MTBF contracts often have price adjustments or other
controls associated with such factors as unverified failures ("test good"), field MTBF,
utilization, lost units, ECPs, and batching of returns. If the government is to receive
full value for the warranty and meet its contractual obligations, some new or modified
administrative activities may be necessary. Generally these have not been burdensome;
however, to date there has been no major transition from warranty to organic maintenance
for a large population of equipment. Transition must be carefully planned to ensure an
orderly process and to preclude any reduction in operational availability.

INCENTIVES AND RISKS

The incentive feature of an RIW is clear. If a contractor can provide equipment that
either fails less often than initially anticipated or can be repaired at lower cost than
anticipated, his profit is increased. Therefore, with an RIW, the contractor has a di-
rect profit incentive to provide equipment with good R&M characteristics. Under a normal
procurement scenario, it might be said th't R&M levels above minimum acceptable are not
in the contractor's long-range profit interests (see Balaban, 1978). While it is true that
reliability must be designed into the system, it must also be recognized that an RIW pro-

vides a contractual framework in which the test-analyze-fix process can be extended to
initial system operation. Such a process is basic for reliability growth. It has been
shown that providing the contractor with near-real-time information on field failures and

depot maintenance facilitates R&M problem identification, correction, and growth.

The risks associated with an RIW procurement must also be recognized. Government risks
are listed as follows:

RIW price. The government may pay too much for the warranty coverage.

Reduced self-sufficiency. Long-term dependence on contractor support will reduce
military self-sufficiency, especially if strikes or natural disasters occur at
the contractor's facilities.

Administrative complexity. The warranty concept introduces greater complexity
into the military logistics system.

Transition. The transition from RIW coverage to military maintenance introduces
a number of administrative and logistics problems.

Equipment design. The contractor may use the design that is most amenable to
his warranty maintenance but is not the most appropriate for military repair
following transition.

Contractor performance. The contractor cannot or does not perform because of
high repair costs, large losses, contract interpretation or loopholes, strikes,
or natural disasters.



The following are contractor risks:

Operational stresses. Equipment may be subjected to unforeseen operational
stresses.

Mishandling and tampering. Military maintenance personnel may cause failures
beyond contractor control.

Usage rate. Increased equipment use will increase failure exposure.

Processing of engineering change proposals. Slow government processing of R&M
engineering change proposals will hamper the improvement process.

RIW price. The contractor may bid too low a price because of competitive pres-
sures, optimistic R&M estimates, or misinterpretation of provisions.

It is a formidable challenge to the government and industry to ensure that the overall

risk associated with a particular RIW application is acceptable to both parties. Fortun-
ately, there are actions that can be taken to keep the risks within reasonable bounds:

Develop and use criteria for determining the applicability of RIW.

Structure the procurement contract terms and conditions and implementation pro-
L cedures to address high-risk factors.

Perform economic analyses in evaluating warranty potential and developing con-
tractual and implementation procedures.

Balaban and Retterer, 1977, present a number of approaches for risk reduction.

THE FUTURE OF RIW

The number of programs containing long-term warranty commitments has increased approxi-
mately tenfold in the last five years. The RIW experiment must be viewed as generally
successful to date. The reliability/life-cycle-cost achievement of equipments under RIW
or RIW/MTBF has exceeded that usually attainable under standard procurements. While some
contractual and implementation difficulties have been experienced, industry and the
government appear capable of positively responding to this procurement approach.

It cannot be concluded at this time that introducing the RIW concept in a program w*ill
permit discontinuing current reliability and maintainability program controls. Some
adjustment may be in order -- perhaps one that will give the contractor more freedom
in allocating funds for such control. Adequate funding and time to obtain relevant RS&I
test data in the development phase are critical to risk control on new technology equip-
ment and can be the key to a successful RIW program.

The future of RIW is promising if continued efforts are made to ensure that the concept
is properly applied and implemented. It is also necessary for the military services to
continue to support research in RIW and allied areas as technology, resources, and mili-
tary demands change. The RIW concept that embodies the suitable form of contractor in-
centive for R&M achievement will also be flexible enough to encompass most forseeable
changes provided the appropriate effort is made.
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DISCUSSION

B.G.Peyret, Fr
Existe-t-il des contrats RIW pour des dquipements dlectroniques de technologie complktement nouvelle?

Author's Reply
RIW as I have described it is primarily applicable to evolutionary-type equipment such as the ARN-1 18 TACAN.

For completely new technology, I would say that RIW is not applicable since both the customer and manufacturer
would have little basis for structuring and pricing a long-term commitment. Some form of cost and risk sharing
may be possible for new technology equipments for which some applicable experience and data exist.

R.Voles, UK
You have shown that the ratio of measured MTBF in the field to the MTBF demonstrated at the contractor's
plant can vary over a range of 2000 : 1. But if a contractor is to enter into a RIW contract, he must have a much
more accurate estimate of the field MTBF than this.

How are these two points reconciled?

Author's Reply
The data illustrates the poor relationship between test and field reliability under the usual procurement procedures
for which contractor incentives for good R & M are, at best, somewhat limited. With RIW, the contractor's

incentives are changed - better reliability means greater profit. The contractor will have the interest and should
have the opportunity to become familiar with the expected field environment early in the design stages. The
test-analyse-fix process inherent in RIW repair provides a rapid and effective means for correcting design and
initial production/QC problems. These factors should yield a better relationship between test and field reliability
for warranted equipment and the limited data now available to us supports this contention.

F.S.Stringer, UK
How do the Military ensure that their repair and maintenance skills and abilities are not eroded by RIW?

Author's Reply
The question is relevant with regard to the impact of RIW on military self-sufficiency. In many cases the erosion
of military maintenance skills due to RIW is minimal. For many equipments under RIW, contractor depot repair
for some initial period would be the normal course of events. In such cases RIW basically extends the contractor
repair period.

On the other hand, the RIW permits a more orderly introduction of military maintenance which can benefit from
the lessons learned during the contractor repair period. Examples include starting with debugged and up-to-date
procedures manuals and test equipment.

If the military essentiality of the equipment is such that complete reliance on contractor depot repair is undesirable,
the user may elect to initially purchase applicable test equipment and train a cadre of maintenance personnel.

|i
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LES CLAUSES DE FIABILITE DANS LES CONTRATS

J.P. PLANrARD

THOMSON - C.S.F.

S.C.T.F.
Domaine de Corbeville

B.P no 10
91401 ORSAY

FRANCE

R ES UM E

L'auteur prdsente les rdsultats des travaux accomplis au sein d'un Groupe de Travail intermi-
nist~riel du Comitd de Coordination des Tdldcoimunications (C.C.T.); ceux-ci so sont soldds par lea dewc
documents suivants:

190 A/CCT

ETCA/NOR -x68-09/ 1

Fiabilitd des dquipements et des systdmes

- Reccasnandations pour l1introduction des clauses de fiabilitd,

- Guide pour ld6tablissement dwin plan de fiabilith.

191 /CCT

ETCA/NOR -X68-09/2

Fiabilit6 des 6quipements et des systhmes.

-Annexes techniques

L'objet de la prdsente communication est d'exposer le contenu de ces deux documents en en
expliquant lea motivations, les points techniques lea plus marquants, ainsi que lea modalitds d'appli-
cation.

Ce travail a dt6 rdalis6 alors que 1 auteur 6tait responsable du Centre de Fiabilit6 au Centre
*National d'Etudes des T616ccmmunications (C.N.E.T.)

I - INTRDUCTION

Linclusion des clauses de fiabilit6 dana lea contrats d'6quipement nWest pas un sujet neuf.
11 a fait et fait encore l1objet de nombreuses discussions au sein des Administrations et de leurs
contractanta. Le Comitd de Coordination des T616cauusunications (C.C.T.) Woen 6tait d~ji prdoccup6
dana la pasad et avait publid en 1969 une spdcification ganarale 190/CCT "Fiabilit6 des 6quipements
6lectroniques". Cependant cette spdcification West avdrde tr~s incomplate et difficilement utilisable
dana un certain nombre de cas; aussi s'est-il trouv6 ndcessaire de la rdactualiser afin de servir

v4ritablement de guide aussi bien & ceux qui rddigent des clauses de fiabilit6 qu'a ceux qui sont

charg~s dly rdpondre.

Pour ce faire, la collaboration des diffdrentes administrations et services publics concernds,
de mAme qu'une participation des syndicats professionnels 6tait indispensable.

2 HISTORIQUE

A! in d'expliquer lea raisons qui ont conduit A lactivation d'un nouveau Groupe de Travail sur
ce sujet, il parait Judicieux de revenir sur l'ancienne spdcification 190/CCT.

Outre des considdrations A caractdre g~ndral sur la conduite d'une 6tude de fiabilit6, elle
traitait surtout laspect vWrification des objectifs de fiabilitd a Vaide d'esseis progressif s dont
lea plans dtaient celquds sur la sp~cification am~ricaine NIL STD 781 A "Reliability tests
exponential distribution".
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Du fait, du moins on partie, do son caractdre restrictif, cette specification a dtd utilimde
mis A part quelques incitations de l'Adfinistration A lappliquer dons certain. marchdo d'Etudeu.

En dgard A cette situation, une enqulte publique a dtO lanc~e par le Comitd de Coordination
des T6l6communications qui a confirmd, non seulement quo 1. document 190/CCT n'dtait pas appliqud
mais quil dtait nicessaire de ia modifier pour le rendre utiliseble. Trois axes d'.Atudes ant dtd

C jugds indispensables, uls peuvent se rdsunor dane lee trois titres suivants

- r~daction d'un plan do fiabilitd,

fiabiiitd prdvisionnelle,

fiabilitd en exploitation.

A partir do cos trois iddes maitressos, trois Groupes do Travail ant 6tE crEds

- SG I Plan do Fiabilit6,

- SG 2 Fiabilitd Prdvisionnelle,

- SC 3 Fiebilit6 on exploitation,

sous-groupos chargds do r~digor los chapitros correspondents.

Un Groupe d'experts s'est chargd de Ia coordination et do la surveillance dos travaux.

L'objectif etait, comnie nous l'avons dit, do rassembler une reprdsentation suffisante pour quo
los documents r~sultant do ces travaux ajent la plus large audience possible.

Les principaux organismos reprdsentds ant dtd los suivants

- Lo Centre National d'Etudes des T6ldcaisiunications (C.N.E.T.)

- La D616gation Gdndrale pour l'Armement (D.G.A.) par Ilinterm~diaire do ses services techniques.

- Le Minist~ro do l'Industrie.

- Le Centre National d'Etudes Spatiales (C.N.E.S.).

- Le Commissriat A l'Energie Atomique (C.E.A.)

- L'Electricitd de France (E d F)

- L'tUnion Technique de l'Electricitd

- Los Syndicats Professionnels concernds (f abricants do composants et constructeurs d'dquipements
civils et militaires).

Do mgmo, A l'intdrieur de cheque Groupe do Travail, chaque organisne y a d~l~qu6 un repr~sentent.

Les travaux entrepris par le SG 2 et 1e SG 3 qui eveient un ceract~re puremont technique, nont

pas prdsnt6 do difficultds mjeures et ceux-ci nt 6t6 teryins dans un temaps rlativement court.

Deux chapitres ant dtd ainsi rddig~s et inclus dana un document Intitul6 "Annexes Techniques",
nous on exsminerons plus loin lea ddtails. L'esaentiel du travail a Wt celui entrepria par le SG 1,
nous allona nous y arrdter quelques instants.

ORIENTATIONS DES TRAVAUX DU SG 1 "ETABLISSEMENT D-UN PIAN OS FIABILITE"

En offet, le travail essentiel devait 6tre r~alis6 par ce sous-groupe puisque le plan do
fiabilitd regroupe toutes los thches qui sont effectu~es au titre de le fiabilitd. D'autre part, une
certaino dvolution eat apperue dans le concept "Clauses do Fiabilitd" et il s'est avdr6 essentiol pour
los membres du groupe de so pencher d'une maniAre plus pr~cise sur los notions d'objectifs, los notions
do clauses et leur introduction dana un appel d'offres et dans un contrat, ce qui avait 6tA fait I'une
mani~re auccincte dens le document 190/CCT (1s nombre do contrats avec clauses do fiabillt6 passds
avant 1969 dtent assez limit6).

Coci impliquait donc boaucoup plus quo l'Alaboration do chapitros suppldmenteires au document
existent, meis une refonte quasi-compl~te do l'ancionne sp~cification, m~ine si certains chapitres ou
paragraphes ant pu Atro ropris dens lour quasi-totalitd.

Cetto solution nous a semtlE susceptible do favoriser l'utilisation d'un tel document. La question
du statut de ce document s'est naturellenent pos~e immddiatement.

11 oat apparu tr~s vito quun statut do "Isp~cification" serait on obstacle majeur A l'application
do document at donc sereit tout A fait on sons opposE au but recherchd.
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D'autre part, ii eat non mains certain que chaque contrat avec clause de fiabilit6, se
pr~sente comme un cas particulier et ce pour diverses raisons :particularitd de l'dquipement ou
du syst~me, utilisation sp~cifique, savoir-faire du constructeur, organisation spdcifique etc...
Il apparaft donc tout A fait impossible dens un tel document, de rassembler tous les cas de figures;
d'autre part, un statut de sp~cification ou de norme, impose l'application cornpl~te de celle-ci
cheque fais qu'elle est citde dans un cantrat, ce qui ne saurait 6tre acceptable.

i convenait donc de donner A ce document un statut momns contraignant et tel qu'il procurerait
une incitation A son utilisation. Nous lui evans donc donn6 le ceractAre de "GUIDE" pour souligner
que l.e document est un support A la r~daction de la sp~cification particuli~re d'un contrat.

Certaines parties du document (ceci sera explicit6 ensuite) peuvent servir d'aide aux construc-
teurs pour la mise en place et la r~alisation de certaines tAches particuli~res A la riabilit6.

Ce document se pr~sente donc coimne un "GUIDE"

1 - pour le client, efin de l'aider a rddiger les clauses de fiabilit6A& introduire dens l'appel
d'offres et dens le ccqntrat.

2 - pour le fournisseur afin de l'eider A r~pondre eux exigences du client au moment de Ia
r~ponse A lappel d'offres et au moment du craitret, et a cancevair et rdaliser certeines
t~ches spdcifiques.

3 -ARTICULATION DES DOC1NENTS

Il est A noter en premier, que certaines parties ne sont applicebles qu'en mat~riel dlectronique,
en particulier les chepitres conornant

- les pr~visions de fiabilit6,

- les essais de fiabilit6.

Les recueils de donndes sur les composants ou pi~bces d~tach~es non-dlectroniques, sont pratique-
ment inexcistants. Quant aux essais de fiebilitd, les plans d'essais utilisables ne sont velables que
lorsque la distribution est esponentielle, ce qui ne peut donc d'appliquer aux pi~ces m~caniques.

or, beaucoup d'administrations ou servuces publics, telle la o616gatian G~ndrale pour l'Armement
(D.G.A.), utilisent des dquipements ou syst~mes a caractdres non-dlectroniques et mdcaniques pour
lesquels les chapitres pr~citds ne sont pas epplicebles.

Il a donc dt6 d~cidd de s~parer ces chapitres A caract~re technique et plus sp~cifique du
document principal qui lui est applicable a tout type d'Aquipement ou systdme.

Nous evans donc deux documents distincts dont les titres sont les suivants

190 A/CCr

ZTrCA/NOR -X68-09/1

Fiabilit6 des 6quipenments et des systhmes

- Recoimmandetians pour l'intraduction des clauses de fiebilit6,

- Guide pour l'Atablissement d'un plan de fiabilitAs.

LTA/O -X68-09/2
Fiebilitd des dquipements et des systAmes

- Annexes techniques.

4 -DOCUMENT PRINCIPAL 190A/CCT

4.1. - Recasunendations pour 32introduction des clauses de fiabilit6

Il convient, en premier lieu, de ddfinir ce que sant les clauses de fiabilitd.

4.1.1. Clauses portant sur des objectifs guantitatif a

glles sont constitu~es par les objectifs quantitatif s eux-mfmes et par lea modalit~s
d16valuatian des paramAtres asci~s.
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Les objectifa (chiffrds en Moyenne des Temps de Son Fonctionnement par exemple) font

- soit A priori par 1e client lui-mL~ma,

- soit aprds consultation des industriels en r~ponse A un appel d'offres.

Ces objectifs doivent naturellenent tenir compte

- de 2a mission,

- de la technologie et de l~a complexitd de 1l4quipement ou du syst~me,

- de llexpdrience prdalablement acquise.

4.1.1.1. Comment ddterminer les objectifs quantitatifs de fiabilitO ?

C'est bien la qua r~side la difficult6.

La solution actuelle eat d'effactuar un calcul prdvisionnel de fiabilit6 sur
la base dlune conception plus ou mains fine de l'dquipement ou du systbme A
rdaliser (la modalitds techniques dle ce calcul sont dstail1~es dans le
document 1Y1/CcT ch. I). Cependant, une certaine marge d'incertitude, difficila
& dvaluer, existe. Cella-ci peut conduire A des objectifs sur-dimensionn~s
qui ne pourront Otre atteints dans l~a rdalit6 sans des d~penses suppl~mentaires
non prdvues au budget initial; accroissement des coats dil A la n~cessit6
d'am~liorer l~a conception et/ou l~a fabrication du produit ou. provoqud par des
d~penses d'exploitation plus dlevdes (maintenances preventive et corrective
plus importantes).

Pour samble-t-il pallier cet inconvenient, une nouvelle optique est apparue
aux: Etats-Unis A l'initiative de lrJ.S. Navy. Afin d*Lviter des d~boires dus
A des objactifs mal calibr~s, une corrdlation entre le calcul pr~visionnel at
des assais de fiabilit6 (bas~s sur les sp~cifications MIL STD 781 B et proba-
blemant sur la nouvelle sp~cification MIL STD 781 C) en laboratoire, sur les
dquipements qui na sont pas encore de s~rie, est faite avant de fixer des
objectifs contractuels pour la quipements de sdrie.

Ceci est-il applicable en France ? La question reste posde et m~rite certaina-
Bent que llon sly arr~te.

4.1.1.2. Comment vdrifier lea objactifs de fiabilitd ?

Daux possibilitds sont offartes

-Essais de fiabilitd en laboratoire

Les modalitds an sont dcstaill~es dans le document 191/CCT chapitre II. Nous
dirons simplamant qua la plans daessais utilisables sont bases sur !a
distribution exponentiella. Las conditions d'essais sont calqutses sur la
specifications existantes (MIL STD 781 B et sa darni~re 6dition NIL STD 781 C).

Actuellament cette modalit6 d'*aluation West pratiquemant pas utilis~e en
France.

-Evaluation de l~a fiabilitd en exploitation.

Les modalitLs de celle-ci sont d~stailldes dans le document 191/CCr ch. III.

Cleat en pratique la m~thode utilisde. Elle ndcessita une p~riode d&obser-
vation suffisammant longue pour qua l'dvaluation soit statistiquement valable.
La plan daessai (ou d'valuation) A utiliser peut 8tre d~termin6 en
utilisant lea courbas du ch. II compta tanu des objactifs A v~rifier.

Remarque Certains cas particuliars m~ritant notre attention car ils na
parmattant en qdn~ral, ni una dvaluation en laboratoira, ni una 6valuation
en exploitation A propramant parler. Clat en effat le cas des 6quipements
pour llaspaca oQ V~on na peut se contantar qua d'une 6valuation A laide d'un
calcul prdvisionnel de fiabilitd.
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on compense 1.,incertitude engendr~e par des t~ches de fiabilitd suppl~mentaires
par rapport A ce qui serait entrepris Sur un 6quipement non destind A Ilespace,
ces op~rations visant A obtenir une assurance ad~quate que les objectifs
seront atteints (on en aura la certitude qu'une fois la mission terminde).

4.1.2. Clauses portant Sur ine assurance de fiabilit6.

Il noos paralt essentiel d'examiner ce cas qui concerns le (ou Iss) dquipement(s) pour
lesquels il est difficile de pr~ciser un objectif quantitatif r~aliste. Ce peut 6tre le
cas de nouveauxc syst~mes que Von 6tudie, de nooveliss technologies, etc... Dans cette
optique, on peut 41tre amene A d~finir one liste de tAches A effectuer au titre de la
fiabilit6, Ie choix de celles-ci peut 6tre fait 6 laide du chapitre II du document
190 A CCT, intitul6 "GUIDE POUR L'EABLISSEMENT D'UN PLAN DE FIABILITE".

Son titre indiqos clairersent qo'il ne saurait 6tre question de l'appliquer "in-extenso".
Pour chaque cas, suivant les besoins, on sera amen6 A y choisir Certains 6l6ments qui
fiqureront (apr~s accord entre client et fournisseur) dana la specification particuli~re
du contrat. Il peut se faire qlue le foornisseor choisi par le client soit a Barns de faire
la preuve qu'il dispose d'orss et d~jA d'une organisation et de moyens, lui permettant
de r6pondre aux exigences du client sans qu'il ait A se r~fdrsr ao document en question.
La seole contrainte 6tant qo'il dolt, dans ce cas, justifier aupr, s du client ce qu'il
compte faire au titre de la fiabilit6.

Ce qul signifie qos noos ne sauriong 6tre exhaustifs et que La lists des taches
explicit~es dans le document n'a aucun caract~re impdratif et qu'slls est seulement line
aide pour r~pondrs A des exigences.

Lenssmble des t~ches ainsi retenoes constitue ce que l'on appells LE PLAN DE FIABILITE.

4.1.3. Introduction des clause; de tiabilitd dans lappel d'offrs

Lea Clauses de fiabilit& ne doivent pas cohabiter seoles. Il est indispensable d'y
associer les co~lts qui s'y rapportent. 11 serait en effet absorbe, qu'un client exige
on niveau de fiabilit6 pour un 6quipement ou un syst~me qu'il compte utiliser sans
qu'il se pr~occupe de ce que cela va lui coOter.

On ne saurait donc s'dtonner que, lora de l'appel d'offres, ii soit do simple bon Sens
qus ls client demands aux induatriela de rdpondre A sea exigences de fiabilit4 en y
incluant les coilts correspondants.

On peut diatinguer deox cas principaux

- Is client demands aux 6vsntusls fournisaeurs de r6pondre Sur des exigences pr6ciaes en y
associant les codts correspondants;

- le client demands aux 6ventuels foornisseurs de prdciser lea 6l6ments de fiabilit6
qu'ils comptent mettre en oeuvre, en y adjoignant lea coOts qoi leor sont propres.
Ceci afin de permettre on choix au client des clauses de fiabilit6 qu'il compte
introduire dana le futur contrat.

D'uns faqon plus pr~cise, ls client peut demander

la pr~isentation, sous forme doun plan de fiabilit6 (mrhms succinct), des taches et
moyes que le fournissor compte mettre en oeuvre au titAje de la fiabilit6;

on calcul pr6visionnel de fiabilit6.

A ce propos, dans Is but de disposer d'616ments de comparaison entre lea diff~rsnts
rdponses a lappel d'offres, le client peot demander qos celles-ci soisnt faites Sur une
base commune poor certains points tels que :pr~vision de fiabilit6, source de donndes,
etc...

4.1.4. Introduction des clauses de fiabilit6 dana le contrat

II convient de distinguer entre lea divers types de contrat possibles, que Von psut
classer en trois grandes cat~gories

- contrat dstude,

- contrat de prototype ou de d6veloppement,

- contrat de fourniture de s&rie,

Lorsqulon se troove dams one phase dtude, ii paralt difficile de se fixer on objectif
de fiabilit6 pr~cis dana la mesure oQ on matdriel "en 6tude" 6volue au coors de cells-ci.
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A fortiori, il parait impassible de virifier quelque param~tre que ce oit, dana la
mesure oQx le matdriel ne peut exister que sous forme de schdmas, documents. ...
La clause de fiabilit6 ne pourra donc, en tout 6iat de cause, que se rdsumer pratiquement

J a une 6tude thdorique de fiabilit6 ddbouchant sur un calcul prdvisionnel, servant A
fixer des objectifs. Ceux-ci ne pouvant 6tre *,Arifids que dans une phase ultdrieure.

Lorsqu'il s'agit d'un contrat de ddveloppement, on peut admettre de ddmarrer sur un
objectif de fiabilitd issu d'un calcul prdvisionnel effectu6 au cours de ldtude.
Durant cette phase, ls clause de fiabiit p~urrait porter sur l'dlaboration d'essais de
fiabilitd permettant de contr~ler le bien-fond6 du niveati de fiabilit6 requis. A la fin
de cette phase, on pourrait 6tre amen6 a modifier les objeciifs de fiabilit6 A spdcifier
pour les dquipements ou systdmes de s~rne. Devant llimpossibilit6 6ventuelle de rdaliser
des essais de fiabilitd statistiquement probants, il pourrait Otre admis un noJuveau
cal cul prdvisionnel relatif aux dquipements ou systdmes issus de la phase ddveloppement.

Dans le cas d'un contrat de fourniture de sdrne, la clause de fiabilitd va consister
essentiellement A vdrifier les objectifs de fiabilit6 fixds lors des phases prdcddentes.
S'il en est ainsi, dans la majoritd des cas, cette vdrification se fera en exploitation.
Les modalitds de celle-ci seront spdcifidses au contrat sur la base, par exemple, du
chapitre III du document 191/CCT "Annexes techniques". Les dventuelles incidences
financidres oti techniques, attachdes aux 6carts entre les objeciifs fixds et les rdsultats
ddvaluation seront spdcifides au contrat.

Il est A rcsxarquer que ceci ne doit pas 4tre A sens unique et que la rddaction ddfinitive
des clauses de fiabilit6 introduites dans le contrat ne doit se faire qu'aprds
ndgociation entre les parties concerndes.

Nous n avons evoqud jusqu'ici que le cas oQx des objectifs quantitatifs sont fixds. Dans
certainsx cas, les clauses de fiabilitd peuveni ne se rapporter qu'A une assurance de
fiabilitd i.e. que client et fournisseur ddfinissent ensemble une liste de taches A
remplir au titre de la fiabilit6. Un guide pour letablissement. et la rdalisation de
ceiles-ci est constitud par le chapitre III du document gdndral 190 A/CCT. Ce statut
m~ma de guide signifie que la spdcification particulidre du contrat pourra comprier
des paragraphas ou sous-paragraphes ne figurant pas dans le document prdcit4.

4.2 -Guide pour 1 'dtablissement d'un plan de fiabilit6.

Le but de ce chapitre (chapitre III document A/CCT) est d'apporter une aide

- au client, pour spdcifier les thes A ramplir au titre de la fiabilit6 dans le cas oax il
souhaite imposer des actions qu'il juge utiles (cas, par exemple de clauses portant sur une
assurance da fiabilitd)i

- au fournisseur, pour mttre en oeuvre lea tdchas spdcifides au contrat ou 6ventuellement
mttre en place lea; actions et mayens qu'il juge ndcessaires pour parvenir A des objectifs
quanitatifs spdcifids au contrat.

L'ensemble de ces t~ches constitue un dventail de possibilitos parmi lesquelles client et
fournisseur ant naturellement toute liberiA de choisir et/ou dlen ajouter d'autre A leur
convenance.

Nous ne nous dtendrons pas plus stir cette partia, doni l'essentiel s'est inspir6 de documents
officiel1s d~jA existants.

Il nous a sembld utile cependani de compidier certains aspects du plan de fiabilit6 A caract~re
technique. Comme cela a ddjA 6i6 dii prdcddeimment, ces ddveloppements ant did introduits dans
un document sdpard, nous nous contenterons de faire 6tat des points essentiels.

5 ANlIEXES TECHNI( UES AU DOCU4ENr PRINCIPAL 190A/CCT :DOCUMENT 191 /CCT

Celui-c: a 6td divisd en trois grainIs chapitres:

- Annexe technique Ti Prdvision de fiabilit6;

- Annexe technique T2 Essais de fiabilit6;

5.1 Prvison e fabiit6- Anrexe technique T3 Evaluation de la fiabilit6 en exploitation.

Cette premidre an~nexe ddfinit lea mCthodes particulidres applicables aux prdvisions de
fiabilit6. Elle constitue tin support au ddveloppement des techniques de fiabilitd prdvisionnelle
et cospldte certaines dispositions gdndrales du plan de fiabilit6.
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Les m~thodes de prdvision qui y sont bridvement dvaqu~es sont maintenant bien connues et ne
sont, bien s~ir, pas uniques. Un des points essentiels cependant du chapitre, dvoque le
"Choix des sources de donnes". Dans le cadre d'un appel d'offres par exemple, et dans le but
daider au choix de differentes solutions possiblos, ii nous paralt essentiel qu'une source
do donn6es unique soit utilis6e.

En mati6re de composants electroniques, deux sources sont actuellement A notre disposition
le Recujil de donndes do fiabilit6 du CNET (Centre National d'Etudos des T616communications)
et le document amtricain NIL HDBK 217 B "R,,iability Prediction of Electronic Equipment"
dont on peut raisonnablement penser quo los isises A jour fr~quentes en feront des r~f~rences
suffisamment valables.

Nous sommes tout a fait conscionts quo, dans certains cas, de meilloures sources d'informations
peuvent 6tre utilisdes :par exemple, donn~es d'exploitation sur des dquipements similaires,
r~sultats doessais, etc.... Si telle est la situation, ii est indispensable quo l'utilisateur
do celles-ci puisse los justifier.

5.2 Essais do fiabilit6.

Ce chapitre ost enti~rement issu do is Sp6cification qdrale 190/CCT "Fiabilit6 des 6quipomonts
6eoctroniques". Souls quelquos amdnagemL~nts do forme et do pr~sentation ont dt6 apport6s. Los
plans d'essais qui y sont exposds no sont applicables quo pour los 6quipements dont le taux do
d~faillance oat constant.

5.3. -Evaluation do is fiabilit6 en exploitation.

Ce chapitre est un guide pour ia mise en place d'un syst6me d'6valuation de la fiabilit6 en
exploitation. 11 on pr~cise los r6gles, los moyens et les m6thodes A utiliser.

Co qui y est consignO est, dans son ensemb~le, le fruit do 1'exp~rience des administrations et
services publics, dans le suivi des dquipements en service.

6 -CONCLUSIONS

Ces deux documents dont jo viens do parlor, no traitont en fait qu'une partie du probl~me qui
int6resse le client et bion sOr le constructeur.

En effet le client, qui est souvent aussi l'utilisateur, demande aux 6quipements ou syst~mes
qu'il ach4 te, uno qualit6 do service la meilleure possible pour un coat dm6rn. Los deux documents
dvoquds ici no s int6rossent qu'A Vaspoct fiabilitd, alors quo la qualit6 do service est un probl6me
do disponibilit6. Elle inclut bion sOr la fiabilitd, mais aussi ia maintenabilit~s i.e. laptitude A
la maintenance do l'dquipement. Un document a d'ailleurs dtd aussi ddit6 sur ce sujet par le Comit6 do
Coordination deg T616ccmmiunications.



DISCUSSION

M.Giraud, Fr
Envisagez-vous dans Ie document i paraitre I'applicatiofl de plans d'essais Bayesius?

R~ponse d'auteur
Non, pas actuellement. Ces plans sont similaires A ceux de la norme am~ricaine MIL STD 78.1 B.



ETUDE DE LA CROISSANCE DE LA FIABILITE

DIUN EQUIPEMENT ELECTRONIQUE SOUMIS A DES CLAUSES

DE FIABILITE

J.C. CHABIN

S.A. CROUZET

B.P. 1014 - VALENCE - FRANCE

R ES U ME

L'apparition, depuis plusieurs ann~es, des contrats de fiabilit6 a 6t6 un des facteurs pr~pon-
d~rants de l'int~r8t manifest6 par lea 6quipementiers pour les techniques de fiabilit6
pr~visionnelle.

Les r6sultats constot6s en d6but d'exploitation du mat6riel sont souvent tr~s 6loign~s de Ina
pr~vision, mais les diff~rentes taches associ6es aux programmes de fiabilit6 appliqu6s aux
6quipements permettent d'en am6liorer Ie comportement.

La connaissance de Ia loi de croissonce de Ia fiabilit6 en fonction du temps de fonctionnement
cumul6 d'un 6quipement faisant l'oblet d'efforts permanents d'omiliorotion doit cider l'6qui-
pementier 6 mieux cerner ses pr6visions de fiabilit6 en vue de Ina n~gociation d'vne garantie

I. LES CONTRATS DE FIABILITE

La g6n~ralisation des contrats de garantie de fiabilit6 appliqu~s aux 6quipements a sensibilis6
profond~ment les 6quipes de fiabilit6 sur les difficult~s 6 pr~voir Ie comportement du mat~riel
en vue de Ie garantir. Ces difficult~s sont d'outant plus grandes qu'un mat~riel a6ronautique
militaire pr6sente g~n~ralement un faible taux d'utilisation.

Les contrats de garantie de fiabilit6 existant en France pr6sentent diff~rents types de clauses,
selon que le but recherch6 est Ia fiabilit6 ou Ina disponibilit6 du mot6riel, qui s traduisent
soit par des incidences financi~res directes (p~nalit~s et/ou bonifications) Ii~es ou non au
coOt de maintenance, soit par Ie pr~t d'6quipements suppl~mentaires.

Lors des n~gociations de ces contrats, Ina question se pose donc de savo'r quelle valeur gorantir
et sur queules r6f~rences techniques. En laissant volontairement de c8t6 lastrat~gie commercials
Ii~e 6a ce type de garontie, Ina bose d'6tablissement d'une voleur garantie de fiabilit6 d6pend

de Ia connaissance que l'6quipementier a du produit au moment o6 cette garantie lui est demand~e.
Le cas Ie plus critique 6tant celui o6 Ina demande d'engagement est joints ez l'appel d'offres
troitont d'un nouvel 6quipement.

2. PREVISION DE FIABILITE

L'6toblissement d'une garontie de fiabilit6 pour un mat~riel nouveau en phase de d~finition ou
de pr~d~finition imaose donc l'utilisation d'une m6thode de pr6vision suffisamment fiable.
Une des m6thodes les plus couramment utilis~e pour du mat~riel 6lectronique reste Ie MIL-HDBK 217.
En fait, les diff~rentes r~visions du MIL-HDBK compl~t~es par les diff~rents articles ou commu-
nications sur les mod~les de pr~vision de fiabilit6 des composants d6montrent lIa difficult6
d'6tablir une pr~vision r6aliste.

Les deux principales causes en sont

- L'6volution rapide des technologies.
- Des observations statistiquement insuffisantes pour suivre cette

6volution.

Ce dernier point eat particuli~rement important en o6ronoutique militaire ob, le a ctivit6s ne
d6passent guire 500 neures de vol par an et par avian.
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L'exp6rience montre qu'une privihion de fiabilit6 du type RADC ou MIL-HDBK 217 eat optimiste
via-h-vis du comportomont op~rationnel d'un matiriel en d~but d'exploitotion ot pessimist. pour
un matiriel en utilisat~on dopuis plusiours ann605.

Pour un matdriel d'ovionique militairo, lo valour pr6visionnelle eat porfois atteinte au bout do
quolques ann~es, ce qui correspond 6a un age moyen do 1.000 6 1.500 heures do vol (Cf figure 1).

3. FACTELIS INFLUENCANT LA FIABILITE EN EXPLOITATION

Diff~rents facteurs influencent la fiabilit4 on exploitation d'un 6quipement. USe sont li6s soit
6 I'6quipement lui-m~me, soit ev support (l'avion), soit enfin 6 Ilutilisotion. Los principaux
facteurs avec les centres do responsabilit~s ossoci6s sont rappel~s sur la figure 2. Cette
liste non exhaustive ,car fonction de l'application, permet copendant do d6gager les trois modes
d'actions majeurs pour am6liorer le comportement en exploitation d'un iquipement

- Modification do l'6quipement (6quipementior)
- Modification de l'intorfoce Avion-Equipement

(Avionneur ou Equipementier)
- Modification des conditions d'utilisation (utilisateur)

Il n'est pas inutile de rappelor cos 416ments montrant bien quo 116quipementier, soul garant
contractuellement de la fiabilit6 do son mat~riel, n'est pos soul impliqu6, et qu'b d~fout do
portager los risquos, il souhaite quo les contraintes li6es 6 un programme efficace d'amilio.
ration do la fiabilit6 soient partag~es avec les outros parties.

4. IMPORTANCE DU PROGRAMME DE FIABILITE

Le but du programme do fiabilit6 est do prendre en compto l'ensemble do ces facteurs afin do
contr8lor et d'orienter l'6volution do l'6quipement pendant los phases do conception,d~velop-
pement, r~alisation et exploitation.

Sans r~capituler les diff~rentos 4 tapos d'un tel programme, il est important do souligner sa
caract~ristique principalo, 6 savoir, 6tre un syst~me boucl6, bos6 sur le recueil et le traite-
mont des anomalies et couvrant l'ensomble des phases d'lolborotion d'un produit, et pouvant
Atre repr~sentg par la figuro 3.

Los diff~rentes sources d'information utilis6es pour cetto construction do la fiabilit6 sont
principalement:

- Etude do fiabilit6 pr~visionnelle

Phaso doeME
- Etude des conditions d'utilisation des composants

conception - Etude de s6curit6

- Etude des nomenclatures

Phase de Suivi des incidents en cours do d~veloppement
d~veloppement -Suivi do la mis. au point et d'essais divers

Phase de Suivi des incidents en r6ception
fabictio -Suivi des incidents en fabrication
fabriction Suivi des incidents en d6verminage

Phaso
d'oplotaton -Suivi des incidonts en exploitation

L'analyse do cos informotions conduit g6ndralement 6a un certain nombre d'actions correctives,
tell.. quo:I

- S6lection et choix des composants et technologies
- Modifications do conception
- Modifications do gammes do fabrication
- Modifications do la politiquo do maintenance
- Introduction d'essais do d6verminage

- -----
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Il eat donc naturel de penser qu'au fur et 6 mesure que des informations concornant dos incidents
sont apprend~es, les actions correctives en d~coulant auront pour cons6quenco une am6lioration
do la fiabilit6.

5. ETUDE DE LA CROISSANCE DE LA FIABILITE

Il faut consid6rer deux types de croissance de la fiobilit6 en fonction du temps de fonction-
noent

-L'un, quo certains auteurs (BEZAT,A.,1975) appollont"d~verminago permanent"
( ou Endless Burn-in), ost relotif au ph6nom6ne do romplocemont des composants
6 l'occasion des d6faillonces. En offet, la plupart des composants 6lectroniques
ont une telle esp~ranco do vie quo toute d~faillance r~v~l6e dons uno population
am6liore la fiobilit6 du reste.

-L'outre est li6 6 l'efficacitg des actions correctivos d6cid~es apris l'4tude
du comportement.

Soul, ce deuxi6me ph6nom6ne a fait l'objet do nombroux travaux et de modglisations associ~es,
sans doute parce qu'en d6but d'exploitation la port du toux do d6faillances induit ou cours
de l'6loboration du produit repr6sente une part impartante du taux do pannos global. La figure
4 montre le pracessus d'am6liaration do la fiabilit6.

Cette croissonce do lo fiabilit4 est une fonction directe du temps de fonctionnement cumul6
par l'6quipoment concern6, puisque ce fonctionnement pormet do r6v~ler los anomalies.

L'6tudo do cette croissance de fiabilit6 pout donc fitre faite 6 toutos los phases d'6labo-
ration d'un mat6riel, lorsque cellos-ci comportent des p~riodes do fonctiannement, par exemple

- Essais de d6veloppoment,
- Essais de d~verminoge sur 6quipement,
- Exploitation.

Ceci explique qu' un mat~riel do conception nouvelle, issu d'un programme do d6veloppement trop
court, a souvont en oxploitation un comportement tr6s 6loign6 des pr6visions do fiabilit6 et
rosto susceptible d'fitre am6liorg.

La pr6sonce d'une garantie do fiabilit6 rend danc indispensable la recherche do la mod6lisation
de 1'6volution du comportement cons6cutive aux efforts d'am6lioration consentis.

Plusieurs auteurs ant pr6sent6 des mod6les de croissanco do la fiabilit6 et, parmi ceux-16,
J.T.DUANE de General Electric a d6fini en 1962 un mod6le qui s'est r~v616 6 lPusage souvent
tr6s apto 6 d6crire le comportement d'un 6quipement 6lectronique ou 6lectrom~conique coract4ris6
par un taux do pannes constant.

RAPPELS SUR LA THEORIE DE DUANE

X~ 7 = taux do d6faillanceos uuI

H = Nombre d'heures do fonctionnoment cumul6

K 0( = Coefficient do croissonco do la fiabi-

H lit6 ( en principe > )
K = Constante

N= Nombre do d6faillance.- cumul6

Lo taux do d6foillances instantan6 ost obtenu par diff4rentiation du taux de d6faillances cumul6.

(~ im. (A-Ni\, = (4 - 0) K. XL =

Coci pout so repr6senter simplemont sous forme d'un diogrammo commo le montre la figure 5.
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OBSERVATIONS FAITES SUR 0

* O varie gdn~ralomont do 0,15 6 0,5

*Los plus grandes valeurs do O2( sont Is fait do matiriels analogiques
par opposition aux mat6riols num6riques.

C4 ost d'autant plus grand quo lo matdrial pr6sonte un caractiro do
nouveaut6.

* (tend 6 itre plus grand pour los mat6riels soumis 6 do s6vires
conditions d'onvironnomont.

* l( est d'autant plus grand quo lleffort do correction des anomalies
inst important.

* 4 Trois variables principalos vont donc conditionner l'am~lioration do fiabilit6 (LILIUS,W-A,1978):

* . Nombre do sources do d6fauts identifi6es

*Efficacit6 des actions correctives

*Temps n6cessaire aux diff~rentes phases du processus

L'importance do ce troisiime facteur peut-8tre repr~sent6e par la figure 6 - Les diff6rentes
dur6es do phase indiqu6es sur cette figure sont assez ropr~sentatives do ce qui pout so passer
r6ollement en a6ronautique militairo.

Un d~lai d'environ deux ans s'6caule ontre l'identification d'une source do d6fauts ot lPobser-
vation do l'am6lioration do la fiabilit6 du mat6riel soumis 6 une action corrective.

Il ost ainsi possible do mettre en 6vidence un certain nombre do limitations qui doivont inciter
6 Ia prudence dons l'utilisation 6 des fins pr6visionnelles do tels mod6les.

*L'efficacit6 du syst~me repose sur la dur6e de la boucle do modification
vis-6-vis de la dur6e du programme d'am~lioration do la fiabilit6 ainsi
quo sur le flux d'inforiwations 6 traitor.

*M~me on cas do nombreuses d6faillances, encore faut-il quo leurs mica-
nismes soient faciles 6 d~tecter, 6 identifier et 6 corriger.

Co sont quolques unes des raisons qui font quo la croissanco do lo fiabilit6 est surtout
observ~e on phase do d6veloppement et en d~but dexploitation.

6. PRINCIPE D'APPLICATION A RETENIR

LUutilisation d'un modile do croisance do fiabilit6 doit conduire 6 une meilleuro pr6vision
du comportemont du mat6riel pendant los promi~ros ann6os d'exploitation, afin d'en tenir compto

au mioux lors do la n6gociation des contrats do garantie do fiabilit6.

La m~thode 6 retenir, sch6matis~e par la figure 7, pout s'6noncer do la manibro suivante

a/- Observation, par familles do mat~riels ot pour un mgme contexte do r~olisation et d'uti-
lisation, des courbes do croissanco do la fiabilit6 obtenuos avec la situation do la valour
pr6visionnello.

b/- Au titre d'uno 6tude nouvolle, extrapolation, d'aprbs los r6sultots pr6c6dents, d'uno valour
$$a priori" du coefficient do croissance.

c/- Pr6vision do fiabilit6 par une m6thodo classique (ox MIL HDBK 217 B).

d/- Construction do la courbe pr6visible pour l'dvolution do la fiabilit6 en exploitation do
l'6quipement consid6r6.

Cotte m6thode permet ainsi do r6pondre au mioux aux exigences d'un contrat do fiabilit6 on
pr6sentant los r6sultats sous diff6rentes formes:

Courbe continue du MTBF en fonction du temps
Valeurs du MTBF par paliers en fonction du temps
Valour initials + valour finale
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Bion quo cotte m6thodo soit un moyen officace do limitor Ilincortitudo d'uno pr6vision faito
tr6s on amont do l'oxp6rimentation, il faut conserver on m6moire Is fait quo la validit6 des
pr6visions, en l'absence d'ossais ropr6sontatifs, sat onti~roment bos~s Sur lo confiance
accord6o aux tablos do taux do ddfaillanC03 Utilis~e3.

Un d6voloppemont suffisant avoc un programme d'essais complot, pormot do s'affranchir do cotto
variable ot do rotrouvor l'utilisation classiquo des lois do croissance do la fiabilit6
appliqudos aux r6sultats d'ossais.

Ce n'est pas toujours Is cos, ot pour un 6quipoment de conception nouvelle, l'application
d'une tells m6thode permet d'abordbr les probl~mos do gorantie do fiabilit6 avec un pou plus
do r~olismo qu'au moyon des tochniquos classiquos do pr6vision do fiabilit6.
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Prdvision MB
MIL HDBK 217

Figue 1Ann~es d'exploitation

- p~ifcoiosClient Equipementier Avionroeur Utilisoteur

- Qualit6 de la Conception x

-Qualit6 du d6veloppement x x

- Qualit6 des composants ot

technologies X

- Qualit6 do la fabrication x

- Politique do Maintenance

W ~inition x
Application

- Facteurs li6s 6 l'avion

(type, mission, environnements
op6rationnels ...) x x

- Efficacit6 du syst~me de Recueil

et do traitement des anomalies
ainsi quo des actions correctives x x x
en r~sultant

Figure 2
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Figure 3
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Figure 4
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BASE DE DONNEES DE LOIS DE CROISSANCE DE
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AMELIORATIONS DE FIABILITE DUES A L'APPLICATION DES CLAUSES
DE FIABILITE OPERATIONELLE

par

Ing~nieur Principal de L'Armement J .Laurensou
Service Technique des T616conmu nicat ions de I'Air

Paris, France

INTRODUCTION

Une bonne fiabiditd de ses divers constituants est necessaire pour obtenir une bonne disponibilite op~rationnelle d'un
systeme d'armes quelconque. Aussi tout organisme charg6 de l'approvisionnement ou de ]a maintenance des equipemients
a-t-il le souci d'obtenir la fiabilit6 optimum compte tenu des contraintes financi~res imposkes. La fiabilit6 est d~termnine
par les choix faits lors de la conception d'un i6quipement mais elle peut tre amdlioree en observant son fonctionnement
reel et en lui apportant des modifications.

Le present exposi va done dicrire le syst~me mis en oeuvre pour la connaissance et I'amelioration de la fiabilite
d'un certain nombre d'equipements utilises sur diff~rents adronefs des Armies franqaises et donnera les ri~sultats obtenus
sur un cas concret.

Pour pouvoir am~liorer la fiabilite d'un equipernent ii est ni~cessaire de:

- recueillir les donn~es concernant les pannes (faits techniques)
- determiner la fiabilitd rdelle en utilisation
- difinir les modifications i apporter
- inciter les constructeurs i amdliorer la fiabilitd de leurs 6quipements en leur apportant des modifications

-contr~ler l'incidence de ces ani~liorations sur [a fiabilit6.

Le recueil des donndes est fait A I'aide du Systme Automatis6 d'In formations Techniques (S.A.l.T.). ]a fiabilit6
est d~terminde par un groupe de travail et l'incitation ~i l'am~Iioration est foumnie par l'application des clauses de fiabilite.

1. RECUEIL DES DONNEES CONCERNANT LES PANNES (Faits techniques)

Dans l'Armde do l'Air franqaise, ii a W mis en place un Syst~me Automatis6 d'Informations Techniques (SAlT)
dont le document de base, la FIT (Fiche d'lntervention Technique). est dtabli chaque fois qu'une panne ou tine anomalie
quelconque apparait lors de l'utilisation d'un dquipement.

1.1 Les Faits Techniques

Les informnations concernant l'exploitation des 6quipements 0lectroniques en service dans l'Arni~e de P'Air sont de
plus en plus prises en compte par un Syst~me Automatisd d'lnformation Technique (SAlT). Ce syst~me regroupe tous
les faits techniques intervenant pendant la pdriode d'exploitation opdrationnelle des syst~mes mis en oeuvre par l'Arm~e
de l'Air. C'est donc le syst~me d'information perniettant de connaitre les d~faillances des dquipements 6lectroniques.

On dit qu'il y a "Fait Technique" chaque fois qu'une intervention a lieu sur un mat~riel, 6 titre correctif ou
prdventif. Les informations correspondantes sont recueillies sur un document de base, la Fiche d'lntervention Technique
(FIT).

C'est donc gr~ce i ce document de base qu'il est possible au technicien de connaitre les informations relatives i la
fiabidit6 r~elle de 1'6quipement auquel ii s'int~resse. Ces informations sont indispensables pour l'anielioration de la
fiabidit6 de l'6quipement considdrd: ils donnent 6galement des informations indispensables pour de nouvelles g~n~rations
d'dquipement. Nous allons donc examiner successivement comment s'effectuent le recueil, le traitement et l'exploitation
des faits techniques, permettant l'dtude des pannes en fonctionnement ri~l.



1.2 Recuejl des Faits Techniques

Le recucil des faits techniques est la function qui consiste en la saisie des informations techniques 06mentaires au
niveau de l'utilisateur. Ce recueji a une grande importance car, de tui. dependent Ilaboutissement et la qualiti des etudes
techniques, en particulier en mati~re de fiabilitW, par l'analyse qualitative et statistique des dlfaillances. En particulier.
ii doit tre syst~rmatique et pr~cis.

Ensuite, par exploitation et traitement uittdrieurs, on 6tablira des informations plus flabor~es (6Lats d'analyse et de
synth~se) ;1 partir de ces faits techniques 6d6mentaires.

Le document de recueii des faits techniques est la FIT (Fiche d'lntervention TIechnique). C'est un imprimo forniat
standard (21 x 2937 cm) pr~sent6 sous forme de tiasse de 4 feuillets autocopiants. qoi auront chacun on destinataire
different; en particulier on de ces feuillets sera adress6 au Centre de ('alcul responsable do traitenlent autoniatiquc.

1.3 Traiternent et Exploitation des Faits Technique

Le traitement des faits techniques est effectu6 de faqon automatique l'aide de calculateur. 11 a pour objet la
centralisation. Ia misc en m~nmoire et le ti des informations techniques recueillies gr~ice aux FIT et d'en d~duire des
informations plus elahorees aux plans techniques, op~rationnels et logistiques. ('es intormations sont regroupees dans
diffrents documents. qui peuvent tre p~riodiques 00 tablis i la suite d'une demande particuli~re.

Poor cc qui concerne Ia fiabilit6, deux documents (ou " tats") sont pnincipalement utilis~s:

Etaty de svizthi~se

Ils sont 0tablis sclon one p~riodicit6 trimestrielle ou annuelle. [Is donnent une vision globale de Ia fiabilit au niveau
d'un syst~me d'armes (avion par exemple). Pour chaque quipement 00 sous-ensemble important, on troove: Ie nombre
d'heures de vol. le nombre d'6quipements en fonctionnement, le nombre de FIT mises et de difaillances confirmees.
le MTBF "apparent" (relatif aux heures de vol) et le taux de d~faillance.

MTBF pparnt =nombre d'heures de vol X quantite par avion
MTBFappaent nombre de d~faillances confirmees

Ces tats sont diffuses A l'Etat-Major ct aux Services Techniques, pour connaitre la fiabilite des dquipernents sur les

ditT~rents a~ronefs. Ius permettent:

o de comparer Ia fiabilit (MTBF) des diffdrents 6quipements d'un avion.
* de connaitre I'&volution avec le temps do MTBF de cisaque 6quipement.

Etats d 'analyse

Pour Ia fiabilitd ct l'analyse des pannes affectant les 6quipements, 1'6tat le plus communement utilis est on
document intituld "CLASDEF" 00 "k~at de classement des difaillances par cause de panne". Cet 6tat regroupe dans on
seul document les diffdrentes FIT mises pour on 6quipernent donn&. Pour chaque equipemnent. on trouve donc des
renseignements sur les constatations faites etlla (ou les) causes de Ia panne; ces informations ont W tirdes des FIT que
l'on a dicrites precdmment.

L'6tat de classement des d~faillances par cause de panne est utilis6 par les Services Techniques. en liaison avec les
industriels. pour examiner les circonstances des avaries. les causes de ces avaries et di~terminer les 616ments critiques d'un
dquipement. ("est donc Ie document essentiel permettant l'analyse des pannes en exploitation des equipemcents
6lectroniques de bord. C'est aussi Ie document de base poor l'application des clauses de fiabilit6 garantie.

En effet, i ]'aide de cet etat d'analyse. one Commission composde de repr~sentants de l'Etat-Major. des Services
Techniques et de l'lndustiel fabricant 1'6quipement. examine les interventions effectu~es et determine en particulier si les

* Ipannes sont ou non imputables d 1V6quipeinent. Connaissant par ailleurs Ic nombre d'heures de vol des avions sur lesquels
I'dquipement est montd et compte teno d'un coefficient heures de vol/hieures de fonctionnement. il est ais de deerminer
le MTBF do mat~riel.

2. CLAUSE CONTRACTUELLE DE FIABILITE

j 2.1 Principe des Clauses de Fiabili t6 Ga ran tie
Par les clauses de fiabilitd. l'industriel fournisseur de 1'6quipement s'engagc A obtenir one valeur N de MTBF en

excploitation reelle (par exemple N = 800 h pour on TACAN). Cette valeur contractuelle est fixde apr~s discussion entre
fournisseur et client. Parfois. elle est fixde apr~s des essais de fiahilit6 en laboratoire.
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Darts le cas o6i la valeur contractuelle N W'est pas obtenue en fonctionnement r~el I'industriel doit effectuer
gratuitement toutes les corrections ot modifications n~cessaires pour atteindre l'objectit, sur les materiels Iivrer et
galemient sur ceux diWja livr&s ces modifications ont pour but de remt~dier aux pannes systematiques.

D'autre part, si la valcur obtenue rkllenent est interieure ii N 20O1( l'industriel s'engage eftectucr toutes ies
r~parations graitlitenlent (pieces de rechanges; main d'ouC1vre; d~placenicnt..

('ette garantie de MIBI: est assur~e en principe pour 5 ans ii partir de I., iivraison.

2.2 Conditions dIApplication

La fiabilice de [' quipement est representee par son MTI3F op~rationnel. ('e MTBF- operationnel est Ctahli
p~rodiquement ttous ies 3 mois en principe) Ai partir des etats d'analysc et de synth~se de FIT, sur tous les equipements
en service du type considere. Une commission de specialistes compos~.e de representants des utilisateurs, du Service
Technique client et de l'industriel fournisseur. retient les pannes directenient imputables au materiel et dtablit le MTI3F
operationnel pour la periode consideree.

L'6tablissement du MTBF demande la connaissance du nombre de pannes et du nombre d'heures de fonctionnement.

Le nomnbre d'heures de fonctionnement est celui realiss par tous les equipements en service. 11 est lu sur des
conipteurs horaires; dans le cas o6i il n'y a pas de compteur horaire, on determine les heures de fonctionnement a partir
des hieures de vol. par application d'un coefficient fix priori, et qui clepend du type d'avion et du type d'6quipement
considere.

Les pannes prises en consideration sont celles qui sont imputables au rnatdriel; elies englobent toutes les anomalies
et fonctionnements defcectueux qui emp~chent 'quipement d'avoir des performances operationnelles satisfaisantes et de
remplir sa mission.

Les pannes imputables comprennent done:

-les deaillances techniques de piecs ou cormposants, rn~mc si les pi~ces ou composants satisfonit aux exigences
qui leur sont imposees par le dossier de fabrication.
un mauvais fonctionnernent quelconque decelable au banc d'essai. dans les conditions extremes d'utilisation
prevues aux clauses techniques et dont Ia cause directe est int-mittente ou inconnue.

l a defaillance imputable i plusieurs pieces de types differents qui doit etre considrec comme constituant plusicurs
defaillances. Si chaque piece consideree s,-pdirexent empeche d'atteindre les performances satisfaisantes. En
revanche, dlle doit etre considere comme une defaillance unique si chaque pi~ce ne peut d dile seule. provoquer
la defaillance de l'equipement.

-~les defaillances entrainees par une mauvaise conception.

-les dsWaillances entraines par une fabrication d~fectueuse.

- es defaitlances imputables A tout defaut des reglages effectues en usine.

En revanche, on ne retient pas pour la determination du MTBF:

- les fonctionnements defectuex ou anomalies dfis A des erreurs de manipulation, A des procedes de contr~le. de

reglage. d'installation non conformes.
-les defaillances resultant directement d'une autre defaillance dejal dcomptee. si diles apparaissent avant un Meai

de 50 heures apres Ia premiere defaillance.

Le MTBF est garanti dans les conditions d'utilisation suivantes:

- Pequipement ne doit pas Wte utilise de faqon continue dans les conditions climatiques cxtr~mes.

les tensions d'alimentation et les transitoires ne doivent pas exceder des limites autorisees.
Ia compdtence du personnel effectuant les operations de deection de pannc et d'dchange de sous-ensemble doit
Wte suffisante pour qu'il n'y ait ni fausse manoeuvre ni insuffisance dans Ic travail effectue.

les composants don( Ia duree de vie arrive ii expiration doivent etre remplac~e.

3. DETERMINATION DU) MTBF REEL EN EXPLOITATION

Les renseignement issus du S.A.1.T.. en particulier les "etats de classement des defaillances par cause de panne"
permettent fie determiner:

Ic MTBF global au niveau de I'dquipement entier. ('est i cc niveau qu'iI est determine si Ic constructeur satisfait
ses obligitions contractuelles Si Ic MTBF constate est inferieur aui MTBF garanti. le fournisseur devra modifier

ises frais les equipements. Le suivi de ce MTBF global permet de constater les ameliorations ou Ics deteriorationsde fiabilitd qui pourraient survenir. .m ab t
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le taux de dt~faillance de chacun des sous-ensembles (ou modules) constituiant l' quipement. L~a deterinination de
ce taux au niveau des sotis-ensembles permet d'isoler les 616ments les moins fiables et perniet d'eviter que des
variations contraires sur des sous-ensembles soient invisibles au niveau de 1'ensemble.

4. APPORT DES AMELIORATIONS

4.1 Choix des Ani~Iiorations i Apporter

Apr~s d~terniination du MIBF. pour dteterminer l'endroit oii faire porter l'effort d'amdlioration. is l'aide des
renseignements foornis par le S.AlIT., on dtahli Lin tat de repartition des pannes par types de ddaillance et par types
de modules.

Un exemple de cet Otat est donne en figure I , s titre d'exemple. ('et tat prend en compte toutes les dUfaillances
survenues au coors d'une p~riode donn&e et les ventile par type de d~faillance et par module. Ceci penmet dle voir
apparaitre les d&faillances systinatiqoes dries i certains composants et met aussi en relief les pourcentage de dmfaillance
par module.

En foniction de ces Inents, uine attention partiColi~re sera apport~e au cornposant d1faillant ou au module ayant
le plus de panne et une action corrective sera entreprise.

4.2 Rdalistion des Am~fIiorations

En foniction des dIments ci-dessus. le fournisseor dlterininera les ameliorations is apporter aux equipments et apr~s
accord du Service de Surveillance Indostrielle. ces arnliorations seront apport~es en s~rie sur les chaines en coors de
fabrication et aussi en rattrapage soit par d~placements des sp~cialistes sur les bases soit lors; do retour deq 6quipements
en usine pour reparation.

En application de ce processus. sor un 6nmetteur-r~cepteur, il a 6t appliqu 8 modifications principales tant en s~rie
qU'en rattrapage. et sor oin autre 6quipemnent, oin sous-ensemble a t compJ~tement r~tudi6. Un suivi tr~s prdcis est fait.
appareil par appareil. Pour l'application en rattrapage de ces mnodifica tions.

5. RESULTATS OBTENUS

Les r~sultats suivants ont W obtenus sur un emetteur-r~cepteur utitise sur an grand nombre d'a~ronefs.

5.1 Au Niveau des Modules

Les resultats sont sch~matis~s dans les tableaux en figure 2. Sur ce tableau, on a port6, As titre d'exernple. pour 2
modules parmi les plus importants. 1' metteur et le synth~tiseur. le taux de d~faillance de chaque module par rapporta
l'ensemble complet.

Une pente ne~gative traduit l'amelioration du module. On peut. sur ces tableaux, remarqoer des ameliorations tres
notables survenant. pour l'dmetteur, apr~s oine modification. et pour le synth~tiseur apr~s one modification et oine
amelioration de la fabrication.

5.2 Au Niveau du MTBF de l'Equipement ope

Le tableau en figure 3 donne 1'6volution du MTBF dans le temps. On peut y constater que de 1974 is1978. lai
fiabilitt! op~rationnelle de 1'6quipement, tous utilisateurs; confondus. s'est accrue de 65';.

Pou; les 3 utilisateurs; principaux, ces accroissements ont t de:

-65', pour lFutilisateur n' 1

1 36", pour l'utilisateur n'2

-97', pour lUutilisateur n' 3

Remnarque

L'autctr n'ignore pas les incidences bmn~fiques que peuivent avoir. sur ]a fiabilit5. oine nieilleure accouturmance des
services de maintenance ainsi qoe des taux dle tonctionnement plus 6lev~s niais il faut reconnaitre que 1'essentiel des
accroissements spectaculaires constatds est dL16 aux ameliorations apportdes.



6. CONCLUSION

Les r~sultats ci-dessus. conirmn~s par des experences indentiqlucs sui d'autres equipements, d&montrent que les
clauses de fiabilit pemiettent, par le suivi qu'elles imposent une meilleure connaissance du comportement en utilisation
de 1' quipernent et par les niesures prises, une arn~iioration de la fiabilit6 de cet 6quipernent.

Ainsi, ces clauses de fiabilitW pennettent d'assurer aux utilisateurs une meilleure disponibilit6 opdrationnelIe de leurs;
dquipements en un cofit de maintenance global reduit.
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Repartition des Pannes. parTypes de Defaillonce
et paqr Types de Modules

Types de Difoillance Moul - - -r Totoux %
______ ______ _____ N 2 1 N2 2 NE 3 N?4 _ _ __ _ _ _ _ _ _ _

I COMPOSANTS

Circuits Intg9res Q,1 1 1 21
02 4 1 9 12,95
03 1 12

-Transistors 0 4 2 2 1 51I 57
05 2 1 3 6% 1 17

Diodes CRI 1 3 2 61
CR2 2 1 3 6~ 12 17,10

- Condensateurs C I 3 2 2 1 a)
C2 1 2 2 513 15,60

- Resistances RI1 1 2 3 6 86
R2 2 1 3,6 86

TOTAL COMPOSANTS 10 17 12 12 51 72,85%

I[ FABRICATION

- Contrats Ditectueux 1 1 2

- Courts Circuits 1 1

- Difout de Montage 1 1 2

- Fil Cossi I I

- Soudure Difectueuse 1 3 4
Divers 3 2 2 7

TOTAL FABRICATION 5 2 4 6 17 24,30%

MI REGLAGES

1 12

TOTAL REGLAGES 1 1 2 2,85%'

TOTAUX GENERAUX 16 19 17 Is 70
DES DEFAILLANCES

POUR CENTAGE 28%2,0 402,0

PA R 2,5 1 43062,0

MODULE

Figure I
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k Evolution du Toux de Panne par Module -

MODULE EMETTEUR

Thux de Defaillance du Module (en %) EMITTER SUB ASSEMBLY

.9 25

20

15

10_

5

I I IIN ~T
1973 1974 1975 1976 1977 1978

MODULE SYNTIIETISEUR
Toux de DifoiIlonce du Module (en %/) SYNTHErIZEUR SUB ASSEMBLY

35

30

25

20.

150-

10

5

1973 1974 1975 1976 1977 1978

Figure 2



-EMETTEUR RECEPTEUR- -TRANSCEIVER -

-Amelioration de la Fiabilite - - Reliability Improvement-

M.T.B.F. (Valeur rolotive)
Utilis0oeur ng 3

User ng

0-Tous utilisateurs 00

All users

0

014-

UtiU 
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DISCUrSSION

NI Jacobsen, Ge
Do French RIW contracts specify the maximum tura-around time for repair items?

R~ponse d'au teu r
Le temps de reparation des sous-ensembles d~fectueux est fix6 par contrat, que la reparation soit gratuite ou non.
Ainsi. en cas de retard, I'industriel supporte des p~nalit~s de ]a mnme faqon que tars d'un retard pour une reparation
non gratuite.

J.N.Basmnaison, Fr
Avez-vous pfi, parmi les 30%;c de pannes non imputables A 1'6quipement chiffr6 la part des d~fauts g~n~rds par ia
g~n~ation de bord (alimentation syst~me)?

R~ponse d'auteur
Effectivenient. parmi les environs 301;' de pannes observ~es non imputables I'6quipment, certaines on td
provoquces par des d~fectuositds de la g~n~ration dlectrique. Mais leur nombre n'est pas suffisant pour etablir une
statistique significative.
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PRODUCTION RELIABILITY ASSURANCE

(PRA) - TESTING

Artfried Weihe, MESSERSCHMITT-BOLKOW-BLOHM GMBH
OTF , Systemunterst(itzung FE 07
Postfach 80 11 60
D - 8000 Manchen 80

SUMMARY

Production Reliability Assurance'Tests are all-equipment-reliability tests which are applied for
assurance purposes during the production phase of major equipments once the formal qualification
status concerning reliability is achieved. A fundamental principle of the tests is the liability of the
producer for corrective actions if the test requirements are not met: i.e. if pattern defects are
present and/or if the Corrective Action Required (CAR) line is exceeded by the plot of accumulated
failures. Suitable test conditions for both producer and customer are obtained by selection of an
appropriate CAR line and by restart of the plot after a specific test experience is gained. CAR lines
can be derived from Mil-Std-781 test plans but are not limited to these.
Newly developed lines have proved to be more appropriate for short test experience and high speci-
fied MTBF.A comparison with fixed - length tests shows that shorter time to decisions is obtained
in the cise of PRA-testing.

1. INTRODUCTION

Production Reliability Assurance Testing (PRA-Testing) is part of a comprehensive Reliability
Programme for major equipments. It is a test which is intended to be applied to every equipment
produced during series production and shall assure that the inherent level of reliability achieved
by development activities is maintained during production. Hence a full reliability programme which
includes PRA-Testing normally embraces the following tests:

Development Phase:

1) Burn-in test on every equipment

2) Reliability Improvement Test

3) Reliability Demonstration Test as part of the equipment qualification

Early Production Phase

1) Burn-in test on every equipment

2) Early Production Reliability Demonstration Test

Series Production Phase

1) Burn-in test on every equipment

2) PRA-test on every equipment

This programme can be modified and adapted to individual cases by deletion of Improvement Tests
or Development or Early Production Reliability Demonstration Tests. The deletion of the latter would
almost invariably lead to the application of PRA-testing from the first series production unit onwards.

2. TECHNICAL DETAILS OF PRA-TESTING

The principle of PRA-testing, i.e. to test every equipment produced, necessitates a relatively short
test time per equipment in order to keep the test costs and life consumption low and to maintain the
required rate of delivery of the equipments produced. A test time (equipment on-time) of 30 hrs. per
equipment is considered reasonable. The PRA - test is performed after the burn-in test and prior to
the final acceptance test and is, therefore, part of the production process. The test conditions applied
shall simulate, as far as possible, those expected during in service operation. The recent discussions
about Mil-Std-781 B test conditions not being representative of inservice operation, which lead to
revised Mil-Std-781 C test conditions are also valid for PRA-testing. A better simulation of operational
loads will result in a higher efficacy of the PRA-test.

In order to obtain a relation of the test results and the contractually stated MTBF requirement, the test
hours and failures of the equipments tested are accumulated, hence resulting in a staircase chart. This
chart is compared with a straight line (see Fig. I) which is called "Corrective Action Required line"
(CAR-line). The slope of the CAR-line is dependent on the specified MTBF. The selection of a special
type of CAR-line has to be based on the overall number of test hours expected and the specified MTBF
such that the CAR-line is an indicator of the specified MTBF probably being met by the equipment.
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Hence no corrective action is required as long as the plot of failures vs time remains below the
CAR-line, failures are remedied and testing continued as production units become available.
However, if the CAR-line is exceeded by the staircase or if pattern defects exist it is very probable
that the equipment does not meet the MTBF requirement. In such a case corrective actions ( and not
solely repair actions) which improve reliability are mandatory to be applied to all equipments pro-
duced thereafter e.g. changes of the production process, of quality control, selection of components,
environmental and operational conditions, design changes or change of burn-in length.

A fundamental point of PRA-Testing is the contractual coverage of the corrective actions. The prin-
ciple is that all expenditures for corrective actions are covered by the production contract. An
early knowledge of this fact already in the development phase should stimulate the suppliers to
design a high degree of reliability into the equipments thus obviating, in advance, possible faults
and the consequent expenditure for corrective actions which these faults would have engendered,
and thereby increasing the suppliers profit. Unfortunately, this idea cannot be realised in all cases
due to the application of only cost-plus contracts by some public customers.
After description of the general idea of PRAT some further details are presented in the following
paragraphs.

3. SELECTION OF AN APPROPRIATE CORRECTIVE ACTION REQUIRED LINE (CAR- LINE)

One of the most important steps during the definition and negotiation of PRA-test requirements is the
finding of an appropriate Corrective Action Required Line. The starting point in doing this is the
definition of acceptable risks for user and supplier of the equipment. As usual the purchaser's risk
is defined to be the probability of accepting a low MTBF equipment ( the risk is the probability that
the staircase chart of a low MTBF equipment stays below the CAR-line). Correspondingly the
supplier's risk is the probability of a high MTBF equipment being rejected ( the risk is the probability
that the staircase chart of a high MTBF equipment exceeds the CAR-line). Preferably these risks are
selected to be 10 or 20 % as known from Mil-Std-781 testing.

In order to enable the selection of suitable risks for all MTBF levels in a reasonable PRA-test time,
sets of different CAR-lines have been considered which are identical to the reject lines of Mil-Std-781
sequential test plans. Test plan XXIX of Mil-Std-781 B is one of these CAR-lines. However, it turned
out that, in particular equipments with a required MTBF between 2000 and 4000 hrs. could not be
PRA-tested in a reasonable time with reasonable risks. Therefore, in addition, more suitable CAR-
lines independent of Mil-Std-781 lines have been developed and the risks determined.
The calculation of risks was performed by the usage of the Poisson distribution. Looking at the
CAR-line a) of Fig. I (which is the reject line of sequential test plan III of Mil-Std-781) it is obvious
that the probability of continuing testing between 0 and TI is given by the probabilities of having 0,
I or 2 defects in this period. The probability to continue between T l and T 2 is given by the proba-
bilities of the following failure combinations

0 failure between 0 and T1 and either 0, 1,2 or 3 failures between T I and T 2  or

I failure between 0 and T I and either 0, 1 or 2 failures between T l and T2

2 failures between 0 and T I and either 0 or I failure between T, and Tz

The probabilities for continuing testing between T 2 and T 3 are calculated correspondingly, et seq.
This determination of probabilities by progressively proceeding to higher test times was resolved
with the aid of a computer programme. The outcome of this calculation is shown in Fig. 2 where

the accept probability is drawn as a function of the test time accumulated by individual equipment
PRA-tests. The ratio of the true MTBF to the specified MTBF serves as a parameter. As a first
important result it is obvious that the accept probabilities are dependent on the accumulated test
times. With small accumulated test times the accept probabilities are relatively high and decrease
with increasing accumulated test time. This feature is quite suitable for testing equipments where
some lack of confidence in the reliability still exists at the start of testing and also at the time of
negotiating PRA-testing. It can help in persuading equipment suppliers to abandon their objections
to PRA-testing as, at the beginning, even not fully satisfactory equipments get a chance of being
accepted. Only during the further run of the test, when the production process is well established,
the test criteria become more stringent.
That these accept probabilities change with accumulated test time means also, that the PRA-test
probabilities are different, in general, from corresponding test plans of Mil-Std-781.
As another example a CAR-line which is not derived from a Mil-Std-781 test plan is presented

in Fig. I b). This CAR-line suits high MTBF equipments where the accumulated test time to MTBF
ratio remains small.
With the above derived knowledge in mind we return to the original task of selecting a suitable
CAR-line.

1st example Specified MTBF = 1000 hrs. Teettime per equipment = 30 hrs.
No. of equipments = 100 ( at least )
The suppliers and the purchasers risks shall be limited to 10 %
where a "bad equipment" is defined to have a MTBF of less than
0, 3 times specified MTBF.
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Using the CAR-line of Fig. la) it can be found that the length of

the test must be about 3000 test hours or more which means that

100 equipments must be tested to get the above specified risks.

It does not mean that a decision is only possible after achievement

of 3000 hours because there is a good chance of much earlier rejection

of bad equipment.

2nd example: Specified MTBF = 4000 hrs. Testtime per equipment = 30 hrs.

No of equipments = 100 (at least). The suppliers risk shall be about

20 %. The test time shall be in the range of the above example, i.e.

3000 test hours. In this case, because of the test time limitatiun, it

is impossible to define a purchasers risk as low as above. However,

where the selection of a CAR-line according to Fig. la) yields a pur-

chasers risk of 70 % and a suppliers risk of less than 2 %, the selection

of the CAR-line of Fig. lb) results in a much more suitable ratio of

risks: The purchaser's risk is then 26 % and the supplier's risk is 23 %

which is an acceptable test criteria for a test which has a length of only

0,75 times the specified MTBF.

By these two examples it is shown, that, by selection of appropriate test plans, test conditions

which are acceptable to both, purchaser and supplier, can be developed for different MTBF values.

t Other CAR-lines which start with a horizontal line and then, after a specific test time, continue

with the usual upward sloping line have been developed and the probabilities determined. These

lines allow for reliability growth of the equipments under test during the initial test time, starting

with a MTBF lower than specified and reaching the specified MTBF during the further run of the test.

4. REPETITION OF TEST PLOTS

When the number of produced equipments and the test time accumulated by PRA-tests is high such

that a PRA-test plot of a usual length of 3 to 4 times specified MTBF is exceeded, the question

arises whether to continue the plot or to start further plots. Both alternatives are considered and

compared in the following.

Obvious advantages for dividing the overall possible test time into several plots can be determined

without any special mathematical consideration. These advantages are:

1.) The possibility for the purchaser and the supplier to negotiate only one limited testplot

with well established test conditions, which are defined during the negotiations in advance

of the actual test performance. Later, during the run of the test and based on the test

experience it could be decided whether to stop testing after the first plot or to continue

testing by starting a new test plot.

2.) The case has to be considered that the reliability of the equipments is fairly good, so

that the staircase chart is well within the allowed limits for a long time. However, at

a certain time the reliability of the equipments could decrease significantly for some

reason. Then this fact would result in a reject decision far more quickly if the test

criteria were given by more than one plot ( see also Fig. 3).
Also in Mil-Std-781 C this possible behaviour of equipment reliability trends is taken
into account by the introduction of "boundary lines" into the all equipments test plans

IC to VIII C of Mil-Std-781 C.

A mathematical assessment of the PRAT accept probabilities with different numbers of plots for a

specific number of test hours is fairly simple. The results are presented in Fig. 4. It is shown

that the accept probabilities achieve a minimum value for a certain number of plots assuming that

the overall number of equipments / test hours is the same for all different numbers of test plots.

The limit of accept probabilities for all different ratios of true MTBF to specified is 1, if the

number of plots is going to infinity. From these curves the most appropriate number of plots

can be easily obtained. The selection of the exact minimum would mean a low accept probability

for low MTBF equipment but also a rather low accept probability for high MTBF equipment, the

latter resulting in a high producers risk. Therefore it is better to select a number which is

smaller than the minimum, in our example a figure of less than 5. In this case both of the overall

risks can be kept within acceptable limits.

5. TIME TO REJECT IN THE CASE OF LOW MTBF.

Another criterion for the cost-effectiveness of a reliability test is to get a reject decision as early

as possible during the test and during the production run in case the MTBF of the equipments is

too low. Then corrective actions can be implemented before a great deal of the equipments is pro-

duced and delivered. Therefore the concept of PRA-testing was compared, in this respect, with a

possible alternative to PRA-tests, namely fixed length tests.
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A prerequisite of such a comparison is that the test conditions and the ultimate probabilities of reject

for a full PRA-test plot and the alternative fixed length test are made the same. Taking again a

PRA-test according to the reject line of sequential test plan III of Mil-Std-781 as an example with a

plot time of 2,43 x MT5F, fixed length tests allowing either 4 or 5 defects are determined as possible

alternatives, whereby the fixed length test allowing 4 defects yields accept probabilities which are a

little lower than the PRA test and the fixed length test allowing 5 defects yields accept probabilities

wh-ich are a little higher than the PRA test (see the following table ).

However, the expected time to achieve a reject decision in the case that the true MTBF equals 0, 3 x

specified MTBF is at least 17 % shorter in the case of PRA-testing.

For further values see the following table

PRAT, Reject line TP Ill Fixed Length Test Plan

T A2,43 4 defect allowed S5 defects allowed

True MTBF Prob. ofNo Mean Time Prob. of No Mean Time Prob. of No Mean Time

Spec. MTBF Corr.Action to Decision Corr.Action to Decision Corr. Action to Decision

1,0 0,942 2, 360 0,900 2, 377 0,962 2,416

0,5 0,591 1,949 0,468 2,025 0,645 2,206

0, 3 0, 159 1,245 0,093 1,456 0, 180 1,701

This result can be earily verified by the following qualitative considerations:
Because of the slope of the CAR-line PRA Testing is marked by rather stringent test conditions from

early testing onwards whereas in the case of fixed length tests ( horizontal test line ) the test conditions

become stringent only near the end of the test. Hence, in the latter case, poor reliability equipment will
only be detected rather late.

6. REPEATED EARLY REJECTS AS A CLEAR INDICATOR OF POOR RELIABILITY

One rule of the PRA-Testing as presently applied is that the plot is restarted after a reject event and the

incorporation of corrective actions. However, the case may be that the corrective action is not effective
resulting in a second reject event and eventually further reject events within a short test time.
The probability of this occurring was determined with the true MTBF as a parameter. If N is the number

of reject events and restarts and n is the number of allowed defects at the start of the plot, the proba-
bility of N restarts was derived to be the probability of any number of defects between and including

(N + 1) n + N and Nn + N (using the Poisson distribution). The probability of at least N restarts ( or more)
is given by the probability of any number of defects of more than and including N (n + 1).
Corresponding curves are presented in Fig. 5. for one, two and three restarts at least. The curves are

showing a slope increasing with increasing number of restarts. The conclusion drawn from this is that
the supplier's risk of a good MTBF equipment being rejected is decreasing significantly if more than one
reject event occurs. Therefore if the fact of more than one reject event is given this is an almost fool-
proof indicator that the MTBF of the equipment is too low and therefore corrective actions are necessary.

7. APPLICATION OF PRA - TESTING

PRA-Tests as described above are presently being applied in the MRCA Tornado Series Production

Programme . A number of main electronic and avionic equipments the MTBF values of which are in

the range of 100 to 2000 have been selected for PRAT application. In general, these equipments were

subject to Reliability Demonstration Tests during the Development Phase. Several of these equipments
were modified after performance of the Reliability Test so that the repetition of a Demonstration Test

in form of an Early Production Reliability Demonstration Test was preferred before actually starting
PRA-Testing. In these cases PRA-Testing will start on the second production batch. Furthermore
some equipments contain lifed items. Also in these cases an Early Production Reliability Demonstration
Test was selected for the first production batch (and PRA-testing from the second batch onwards) due to
long test times per test unit enabling a better observation of reliability changes with operating time.

The experience gained up to date is limited as the production of series equipments started only recently.
Hence PRA-testing is being performed on only about one quarter of the ultimate number of equipments.
At time of writing there is no case where a reject decision was achieved with the need for corrective
actions.
This result was expected as the probability of rejection is low at the beginning of testing as explained
above.
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No of Failures

a)

5.

4.

3

0 moo________________ Te sttirne

2 3I Specified MTBF

Fig. 1: Corrective Action Required Lines (Examples)
a) according to the Reject Line of Testplan III of Mil-Std-781

(Sequential Te stplan)
b) for Short Tests
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10 Probability of no reject

Specified MTBF 1,0

0,5

H 0 '2Testtirne
'3 Specified MIBF

Fig. 2: Probability of no reject for
a) a CAR line according to the Reject Line of Testplan III of Mil-Std-781

(sequent. testplan)
b) a CAR line for Short Tests

Parameter =True MTBF
Specified MTBF
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Probability of no reject

Total testtime =15 x specified MTBF

CAR line according to the Reject Line of Testplan III
of Mil-Std-781 (Sequential Test Plan)

15 x specified MTBF

ni
Probability =p 1  with p1  probability for one plot

0, 5

0 Number of

10 20 310 Plots (ni

Fig. 4 Overall Probabiiity of no reject as a Function of the Number of Plots

Paramet- True MTBF
Paramter x Specified MTBF
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Probability of at least N rejects

K 1.0

1. Poa of N rejects at least

LazLL -,x-

k 0

2. Probability of exactly N restarts

~. (r) ke-,AT

(n =number of allowed failures at the start
of the plot)

0,5

Nl

0
O'l 05 1.0Specified MTBF

Fig. 5: Probability of at least N Rejects within a te sttime of 0, 35 x specifiedI
MTBF for a CAR-Line according to the Reject Line of Testplan Ill of
Mil-Std- 781 (Sequential Testplan)
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DISCUSSION

MI..acobsen, Ge
Are the Corrective Action Requirement (CAR) lines modified from batch to batch because of reliability growth in
the production process'?

Author's Reply
Yes, they can be modified from batch to batch ii so required, i.e. if it is shown that the accepted probabilities for
lower MTBF values at the beginning of the plot (which are higher anyway than later on) are not high enough to
provide acceptable supplier's risks.

W.Ehrenberger. Ge
Concerning Figure 5: Since you use the Poisson distribution one would intuitively assume that you would get,
step functions instead of smooth ones.

Why did you obtain smooth curves?

Author's Reply
The variable on which the curves are dependent is the ratio of the true MT |F to specified MTBF. When this
variable changes, the probability, as shown on the vertical axis, will also change smoothly. The step function
character is :ontained within the different curves shown, i.e. the transition from the curve u = I to the curve
p 2 etc. is a step function.

J.N.Basmaison, Fr
Pr&cidant l'essai PRA d'une duroc de 3 0 h , vc Is avez precise qu'entre autres un essai de deverminage tait
nt cessaire.

Quelle tait la duroc de cette essai de dverminage?

Reponse d'auteur

La durte de dtverminage 6tait d'envirun 4 8 h avec aucunc defaillancc au cours des 10 dernires heures.

Pour certains tquipements, le d~verminage dure /0 h avec les 30 dernieres heures sans d~faillances.

Cette derniere p~riode sans dtfaillance est tr~s importante avant de pouvoir procder f un essai PRA.



?4ETI400ES UTILISEES POUR CONNAITRE LA FIABILITE D'UN

RADAR DAVION DARIES

J.C. CHARLOT - THOMSON-CSF

178, boulevard Gabriel Pdri 92240 MALAKOFF -FRANCE

SO 4A IRE

Dans le but de connaltre la fiabilit(! d'un radar iquipant un avion d'armes THOMSON-CSF a mis en place une
organisation de collecte et du traitement des informations nkcessaires a mesure de la mayenne des temps
du bon fonctionnement.

Au cours de l'expos#, on examine successivement

- la collecte des informations

- 1 organisation existante en 1.979

- les traitements effectuts

- les perspectives d'avenir (extension a d'autres Cquipements et information des fabricants de composants)

INTRODUCTION

Le present expose se prupose de vous faire part d'une experience de THOMSON-CSF (d~partement radar, Contre-
Mesures, missile) en matikre d'acquisition de donn~es de fiabilit6 dans les conditions r661les d'emploi et
de traitements de telles informations.

Dans ce but, nous verrons successivement

I - Les objectifs poursuivis

2 - La mise en place de lorganisation

3 - L'organisation en 1979

4 - Les traitements

5 - Les perspectives d'avenir

6- Conclusions



1 - LES 0BJECTIFS POURSUIVIS

Le besoin d'informations permettant

- de pr~dire la fiabilit6 d'un equipement

- de modifier eventuellement sa conception dans le sens d'une reduction des taux de pannes,

nous a oblige a poser la question

Les tables de donnees, type MIL HDBK 217 B, et les m~thodes de calcul associ~es sont-elles valables pour nos
equipements ?

Pour repondre a cette question la methode ]a plus directe consiste a mesurer les taux de d~faillance des
composants et des 6quipements utilis~s dans les conditions d'environnement adequates et A comparer les
r~sultats a ceux donnes par la MIL HDBK 217 B.

En raison des contraintes qui lui sont propres, (coOt et dflais en particulier), lindustrie 6lectronique
professionnelle produisant des equipements a usage militaire ne peut s'engager dans une mesure syst~matique
des taux de defaillance au niveau des composants.

Un petit exemple simple permettra de s'en convaincre

Pour la plupart des composants utilises le taux de d~faillance par heure, dans les conditions "avion hors
cabine" par exemple , est du 10-6 environ ; cela conduit en usine en reconstituant imparfaitement lenviron-
nement (table vibrante et tuve), si on veut obtenir en 3 mois un r~sultat presque sOr du point de vue statis-
tique (soit 10 pannes environ), a essayer simultan~ment environ 5 000 composants, ce qui est g~n~aralement
inaccessible en raison des coOts et de la grande vari~tf de composants utilises.

Pour tourner cette difficulte en sacrifiant l'exigence sur le dWai mais en am~liorant la repr~sentativite
de lenvironnement, il semble inleressant d'organiser une collecte efficace des informations relatives d'une
part aux pannes se produisant en exploitation et d'autre part aux dur~es de fonctionnement ; cette action
permet en effet de determiner les taux de dffaillance au niveau des composants et aux niveaux des Cquipements
complets.

2 - MISE EN PLACE DE L'ORGANISATION

En 1973, pour atteindre les objectifs indiqu~s nrkc~demment et ventuellement faire apparaltre des possibilit~s
d'amelioration d'un radar 6quipant un avion d'armes, une 6quipe THOMSON-CSF fut chargee de mettre en place,
en France, une organisation de collecte des informations necessaires a une exploitation du type fiabilite
et d'effectuer les premiers depouillements.

Cette 6quipe fut successivement conduite a

- identifier les moyens et organisations qui pouvaient contribuer a la collecte des informations

- d~finir les adaptations n~cessaires de fagon a donner naissance A un syst~me efficace

- roder les dispositifs mis en place

- convaincre les diff~rents participants de la chalne de saisie d'informations d'une part de la necessit6
d'effectuer de faqon aussi precise que possible le travail demandA et d'autre part de l'absence d'arri~re
pens~e chez l'industriel dans la curiosit~i ainsi manifest~e.

- effectuer les premiers d~pouillements

La planche 3 montre les flux d'6quipemnents produits et les flux d'informations en retour.
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2.1. Les moyens et organisations egistants '
- les mayens humains

- les moyens documentaires

Les moyens humains comprennent les personnels utilisateurs, les personnels charges de la maintenance et les
personnels THOMSON-CSF chargds de Ilassistance technique.

Les moyens documentaires existants sont les rapports de vol 6crits par les pilotes (forme 11) et les fiches
dinterventions techniques emises par les diffE-rents 6chelons de maintenance.

2.2. Adaptations n~scessaires

Les documents existants peuvent sous certaines conditions 6tre utilis~s pour atteindre l'objectif fixe dans
la premiere partie de llexposE.

Pour cela, ii a fallu faire parvenir et centraliser ces informations 6 THOMSON-CSF ; dans ce but, l'66quipe
qui avait en charge le probl~me, a demand6 a avoir connaissance mensuellement des fiches d'interventions
techniques et du temps de vol de la flotte concernte.

2.3. Roddge du dispositif mis en place

L'analyse des documents regus a montre qu'une collaboration avec les 6quipes dassistance technique
TIIOMSON-CSF etait souhaitable pour

- faire prendre conscience, du point de vue panne, aux pilotes de lexistence des 6quipements a bord de l'avion
en effet, le rapport du pilote signalait les anomalies relatives a la securitCe de l'avion mais omettait
quelque fois les anomalies radar.

- expliquer aux diffdrents personnels d'utilisation et de maintenance, llinterft de porter le maximum d'indi-
cations sur les fiches d'interventions techniques.

La collaboration avec les dquipes dassistance technique permet aussi de vaincre les r~iticences plus ou momns
rationnelles qui se manifestaient devant la "curiosite" du fournisseur.

2.4. Obtenir la cooperation du personnel utilisateur

La premiere condition est de faire admettre le personnel dassistance technique THOMSON-CSF par tous les
6chelons hierarchiques du personnel "clients"' pilote, mecanicien, officiers, etc .... Le personnel
THO?4SON-CSF a dO 6tre choisi avec beaucoup de soins de fagon-A creer les relations humaines les meilleurs
possibles, ce probIleme est tres complexe car le profil du personnel "Assistance technique" le mieux adaptce
West pas le meme selon les pays en raison d'usages locaux et de la culture propre a chaque "client". Ce per-
sonnel satisfait d'autra part aux exigences de la securit4 militaira.

Lorsque les conditions precedantes sont remplies il faut expliquer clairement a chacun qual ast le r~le du
personnel d'Assistance technique ; en effet, le recueil des informations relatives aux anomalies et a fortiori
aux heures de vol est ressenti conune une intrusion dans les affairas du client.
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11 faut montrer lint~rdt qu'il y a a 9trer de fapon rigoureuse les anomalies ;cela permet en effet de

- valtriser correctement les operations de maintenance

- de deceler les anomalies a caract~re r~pdtitif qui peuvent 6tre provoquC-es par une utilisation, une mainte-
nance mal adapt~es.

Pour protC-ger le secret sur les missions accomplies, le client fournit une indication globale du temps de
vol. Apr~s tout ce travail de mise en place et de pr~paration il devient possible de centraliser les informa-
tions souhaite~es et de proceder aux analyses de d~pouillements.

2.5 Analyses et d~pouillements

Les premiers traitements des informations re~ues ont eu pour but de

- remplicer le sentiment des utilisateurs par des donndes objectives

- faire apparaitre les anomalies pour lesquelles une r~tro action 6tait possible au niveau de l'utilisateur
et de la maintenance

- de deceler les faiblesses dans le dispositif de collecte des informations.

K Nous etudierons plus A fond ces traitements dans Ia quatriC-me partie de Vexpos& nous allons avant donner
un apergu plus pre-cis de lorganisation existante aujourd'hui.

3 - L'ORGANISATION EN 1979

Nous decrirons ici une organisation typique certaines variantes peuvent exister selon le client en effet,

10 pays sur 4 continents sont concern~s.

Nous verrons successivement

- les documents de base (forme 11 et fiche intervention technique)

- le chalnage qui lie ces documents entre eux

- les documents du "tableau de bord" a V~chelon central THOMSON-CSF/RCM.

3.1. Les documents de base

La farme 11 et les fiches d'interventions techniques sont les documents de base.

Pour des raisons de secret, les informations ddtailldes port~es sur la forme 11 (voir planche 4) ne sont pas
convnuniquees a THOMSON-CSF.

Une synth~se est faite par le personnel du client qui communique le nombre d'heures globale de vol relatives
A Ia p~riode pendant laquelle les fiches d'interventions techniques ant 1 t lmises.
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Les fiches d'intervention techniques (voir planche 5) sont 6tablles par le personnel charg6 de la maintenance
et transmises mensuellement a THOMSON-CSF. On notera que cette fiche dintervention technique porte les
informations relatives.

- A la constatation de Vanomalie (lieu, avion, niveau maintenance, etc ....)

- A la nature de lintervention

- A la cause de lanomalie

Les fiches d'interventions techniques pouvant Otre multipli~es pour une mgme anomalie, nous allons voir le

* chainage entre chacun de ces documents.

3.2. Le chainage des documents

*1 La planche 6 illustre cette chaine et montre le mode de transmission vers 1lichelon central THOMSON-CSF.

On notera laction de Vassistance technique qui s'assure avant transmission A l'usine THOMSON-CSF Malakoff
que les informations porties pourront 6tre exploities (signature des fiches).

3.3. Le tableau de bord

Ce tableau de bord comporte deux 6liments

-la fiche A (voir planche 7) quI remet pour un radar donne les informations relatives aux diverses anomalies.

Ces fiches rC-sument radar par radar, toutes les anomalies signal~es et les interventions effectuies dans la
piriode considir~e.

Elles ne sont donc A remplir que pour les radars ayant donn6 lieu A observations (une fiche par radar).

lIligne :Elle indique le numimo de sie de la pointe avant, la base, la piriode d'utilisation et le nombre

~~Ti'ectues pendant cette piriode.

Tableau

Date :Joior oO a eu lieu Ivinement

Support Position du radar au moment de livi0nement (n' de lavion, ou Banc global (BG) ou Banc partiel (BP)).

Vol-Sol La case approprite est numdrotie selon que livinement a eu lieu en vol (observations) ou au sol
(observations ou interventions).

Observations :Rdsumi tris succinct de toute anomalie signalie soit en vol soit au sol (sur avion au BG ou

au BP).

Interventions RiNsum tnis succinct de toute intervention effectude soit sur avion soit au BG, soit au BP
sulvie ou non de la ridaction d'une fiche d'interventlon technique par l'utilisateur.

L'anomalle et lintervention correspondante seront inscrites sur la mime ligne.

Fiche d'interventlon technique :Inscrire son numero sur la mime ligne que linterventlon correspondante.
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Cas p~articulier .Intervention non accompagnie de fiche ou du document equivalent dans ce cas, la case
correspondante est barree.

Observations sans riponse Mentions clans colonne "Interventions"

Anomalie non confirn*e au sol NC

Anomalie en cours d'investigation En cours

Anomalie en attente de contrOle En attente

Anomalie suivie de remise en service sans contrble Neant

La fiche 8 (voir planche 8) qui permet de connaltre la situation des divers radars pour lesquels aucune
anomalie ne s'est produite.

Bans la periode consideree cette fiche

- recapitule le nombre de vols et le temps de fonctionnement (en vol et au BG) de 1 ensemble radar.

- resume le nombre de vols, mouvements, etat et situation des radars n'ayant fait l'objet d'aucune observa-
ti on.

Elle concerne donc seulement les radars non mentionnes sur les fiches A mais tous les radars en dotation
A la base doivent apparaltre, soit sur les fiches A soit sur les fiches B.

Ce sont ces deux documents qui serviront de base aux traitements, bilans et syntheses diverses.

4 - LES TRAITEMENTS

Ce sont

* - les bilans globaux qui indiquent

les durees d'exploitations, les anomalies pour chaque periode considere!e,

la repartition des anomalies par fonction du radar

-les bilans par module et par type de composants

Ces bilans sont edites pe-riodiquement et peuvent btre consulte-s aupres des equipes d'Assistance Technique.

4.1. Les bilans globaux

Ils sont de trois sortes

- le bilan global proprement dit,

- la repartition des anomalies signalees en vol,

- ]a repartition des anomalies signalees en vol et au sol.

Nous voyons planches 9 et 10 la presentation de ces bilans.
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4.1.1. Bilan global

Le tableau donne le nombre de

-Avions et radars en service a VEscadre,

-Vols effectu~s pendant la p~riode consid~r~e,

- Heures de fonctionnement du radar

- Anomalies signal~es en vol ou au sol par les pilotes ou 1'6quipe de maintenance,

- Pointes radar deposees.

4.1.2. Repartition des anomalies signal~es en vol

:1 Bans un tableau a 2 entre-es, les anomalies signal~es par les pilotes sont rclparties par

- type d'anomalies (colonnes A et G)

- fonction ou sous-ensemble (lignes 1 a 14).

Ce tableau fait apparaltre le taux d'imputation affect a chaque type d'anomalie et a chaque fonction ou
sous-ensemble.

4.1.2.1.1. Imputdes au radar (colonnes A et E)

A - Pannes :Anomalies r~sorbees par remplacement de composants d~fectueux, ou reparations diverses (c~blage,

m~canique, etc ...)

B - En cours :Anomalies faisant l'objet dinvestigations et dont la cause est incompl~tement d~finie A la
date d' tablissement du bilan.

C - R~glages :Reprises de r~glages cons~cutives a un d~r~glage ou a un r~glage mal r~aliwi.

D - Modifications Anomalies consdcutives a la non-ex~cution de modifications officiellement adopt~es.

E - Ron confirn~es Anomalies fugitives non dkceI~es au cours de contrbles au sol.

4.1.2.1.2. Non imput~es au radar (colonnes F et G

FR~pft~es :Anomalies donnant lieu a r~p~ttion de remarques identiques sans intervention de VC-quipe

G - Divers -d~fectuosit~s d'6quipements ext~rieurs au radar se traduisant par une anomalie de fonctionnement
du radar.

-erreurs de diagnostic :interventions sans effets sur le d~faut signal6.

-maintenance non conforme aux directives du manuel d'utilisation

-fausses manoeuvres entrainant un d~faut de fonctionnement avec ou sans ddt~rioration d'06ments.

4.1.2.2. Fonctions ou sous-ensembles

1 - PROGRAMME Manche, boites programme G et H

2 - INDICATEUR Boite de coninande, coffret circuits et coffret tube

3 - ALIMENTATIONS :Blocs alimentatlons A Vexclusion des platines servom~canismes modele et antenne.

4 - EMISSIONS Bloc emetteur y compris bague articul~e
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5 - SERVO-MODELE :Platine servo-moddle et modele analogique

6 - SERVO ANTENNE :Platine servo antenne et n~canlsmes antenne

7 - RECEPTEUR HYPER :Partie du r~cepteur comprise entre la source antenne et l'entr~e des pr~amplificateurs F1

8 - At4PLI PARA :Corps et alimentation de l'ampllflcateur paramitrique et sL~curltLss int~gr~ses dans l'enseible

ampli para

9 - RECEPTEUR F! Chissis CAF, prd-ampliflcateur, operateur, ampificateurs FI, d~tecteur Liaison FI.I10 - POURSUITE VIDEO :Circuits synchronisation, video, t~lft~trie et 6cartomedtrie

311 - CALCULATEUR :Circuits calculateur d'int~gration et domaine de tir et recopie distance

12 - SERVITUDES :Structure pointe avant (m~canique et c~blage), circuit de climatisation, circuits de pressu-

risation, liaisons guide, ar~te commnutation, boltier d~smarrage et circuits de commutation
repartis dans la structure pointe avant.

13 - ANNEXES :Coques, acc~l~arom~etre, filtre r~seau et Cquipements ext~rieurs du radar.

14 - NON IDENTIFIEES :Anomalies, g~n~ralement non confirm~es, dont la cause peut Otre imput~e A plusieurs

sous-ensembles diffrents.

4.1.3. Repartition de l'ensemble des anomalies signal~es (Planche 10)

Un tableau identique A celui du § 2, donne la r~partition de l'ensemble des anomalies signal~ses en vol et au
sol, sur avion ou aux bancs de maintenance global ou partiels.

4.2. Les bilans par modules et par types de composants

Dans ces bilans, les fonctions et sous-ensembles qui apparaissent dans les bilans globaux sont dclatts d'une
part, en module de base, la planche 11 reproduit un tel Lsclatement pour les sous-ensembles alimentation et
dmetteur, et d'autre part en groupe type de composants la planche 12 en donne une illustration.

4.3. Exploitation des bilanis

Conne cela apparalt sur les exemples que nous venons de voir, il est possible A partir de ces documents

- d'evaluer les mayennes des temps de bon fonctionnement dans l'ambiance composite (vol, sol, maintenance)
qui repr~sente les conditions op~rationnelles r~elles. La planche 13 donne une idle de 1Lsvolution des
MTBF

- d'identifier les fonctions sous-ensembles, modules et composants responsables des anomalies et d'adapter
les stocks pour amdllorer la disponibilitd.

-d'entreprendre les actions correctrices qul pourralent Otre n~cessaires au niveau de la r~alisation des
radars et 4ventuellement de l'Apr~s Vente.

- de mettre en 6vidence les 6carts de MTBF entre diff~rentes bases d'utilisation. La planche 14 montre des
dcarts qui peuvent 6tre expliqu~s par

des conditions d'emplol diff~srentes (proportion des tirs canon par rapport au dur~e de vol, haute ou
basse altitude etc...)
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*les Oscarts de maintenance (formation du personnel, temps disponible entre deux vols pour lentretien
etc... )

*les 6carts climatiques entre bases

- de mettre a jour les tables de donn~es de fiabilit6 pour les ambiances "vol port6 en cabine et hors cabine".
La planche 15 donne un exemple.

- d'am~Liorer la conception 
des radars en 6tude.

5 - LES PERSPECTIVES DIAVENIR1* Elles sont de plusieurs natures, ii semble aujourd'hui souhaitable de

- mettre en place une organisation semblable pour d'autres 6quipements

de compldter l'organisation existante en transmettant les informations aux fournisseurs de composants

- de6tudier avec les utilisateurs a travers les bilans par base linfluence des conditions d'emploi sur la
fiabilit6 des dquipements.

En effet des specifications decrivant mieux l'utilisation de lequipement permettront pour des mattriels en
etude de mieux ma.+riser la fiabilite.

5.1. Organisation semblable pour d'autre 6guipement

Nous pensons que ce phenomene va se developper d'une part en raison de l'importance des problemes de fiabilite
lies aux esquipements complexes en cours d'etude et d'autre part en raison de la demande permanente visant A
connaltre les taux de defaillance des composents de technologie nouvelle.

5.2. Extension de l'organisation vers les fournisseurs de composants

Il est aujourd'hui tres difficile pour un fabricant de composants (tubes hyperfrequence, semi-conducteurs,
etc... ) de donner une prevision.precise du taux de d~faillance de ses nouveaux produits dans les conditons
reselles d'utilisation ceci en raison d'une part de l'effet dedcran que cree le constructeur dedquipement
(l'environnement est en general ddcrit par ce dernier en moyen des enveloppes de temperature, de vibrations ...
qui cumulent des simplifications et des coefficients de securite) et d'autre part par le petit nombre d'actions
elementaires necessaires a la realisation du composant, ce petit nombre ne permettant pas d'effet de moyenne
(c'est-a-dire ce qui est surestime est mal compensd par ce qui est sousestimf).

est donc necessaire d'aider ces fabricants a se former une experience en leur coimnuniquant pour les produits
ilises aujourd'hui les informations relatives aux anomalies Ilees a leurs produits et en leur donnant
occasion de faire en grand nombre d'analyses de defaillance.

Pour ces raisons, nous pensons qu'11 faut int~esser les fabricants de composants a ces probldmes et leur four-
nir loccasion, a travers une organisation A mettre en place avec nos clients, de connaltre la fiabilit(e de
leurs produits dans les conditions reelles d'utilisation.

5.3. Analyse des bilans avec les utilisateurs base par base

Coune nous l'avons vu prdcddemnent des ecarts de fiabilite existent d'une part entre les differents lleux
d'utilisatlon et d'autre part en un endrolt donn6 au cours du temps l'analyse dbtaillle par l'utilisateur
seul ou aidde par le constructeur d'equipement permettra probablement de definir

*les types de mission les plus contraignantes

les points faibles de lo6quipement face A ces missions

- &es points faibles de la maintenance

z I..
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Ce type de travail devra 4tre priced6 d'une action de motivation pour &sviter par exemple une r~action negative
du personnel de maintenance qui peut se sentir critique et mis en comp~titlon avec celul d'une autre base.

6- CONCLUSION

Cosmmc nous avons pu le voir au cours de cet expose la mise en place d'un systeme de collecte des anomalies
et d'informations des parties concernees (utilisateur, equipementlers. fabricants de composarits), permet
de se donner les moyens de connaltre la fiabilite de fagon objective et de definir les actions et regles
A observer pour ameliorer cette performance.
Vhest un complement indis ensble aux actions entreprises lors de la conception et la realisation des hquipe-
ments pour mtrsy-ua e blt de ceux ci.

Remerciements Je remercie les divers services de la THOV4SON-CSF/RCM qui ont participe A lelaboration
de cc document et en particulier MM. SOUBRA, DUHAIN, PHILLIPON et GIGOUX.
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PILOTES FORMES DE SqLt PARCS MECANICIENR LINTE

CLIEECELONE AENOMALIE 4S~ SSSAC

DU FICHEA DE NTRETO TECHNIQUE TlC

ERIFICTION A -------- REPATIONALI

SOUST ENSEMML DE1ESEC

1" ECHELON -FICHE D INTERVENTION TECHNIQUE SCNAR

3 me ECHELON PIECE DEFECTUEUSE

I-FIC HE D'INTERVENTION SECONDAIRE ________ 4_

Planche 6

FICHE A

RADAR N* BASE: PERIODE Nbre DE VOLS:

FICHE
DTE SUPPORT VL SOL OBSERVATIONS !NTERVENTIONS OINTERVENTION

TECHNIQUE N'

Planche 7
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FICHE B

BASE PERIODE

NOMBRE DE VOLS TEITS DE FONCTIONNEMENT - ENi VOL :.

(TOTAL) - AU BG : H.

SITUATION DES RADlARS NAYANT DONNE LIEU A AUCUNE OBSERVATION

RADAR N' DATES SUPPORT Nombre de vrols OBSERVATIONS
--- ou ItatI

_ _ _ I
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BASE PER!ODE

1 - BILAN GLOBAL

Heures de ANDEPOSESDOTATION fonctionnement ANOMALIES SIGALEES - PO!NTES AVANT
VOSCauses TTL

AVOIONS RADARS En vol TOTAL En vol TOTAL Radar TOTAL

2 - REPARTITION DES ANOMALIES SIGNALEES EN VOL

IMPUTEES AU RADAR Causes ext~rieura;

" a li TOTAL 0.(v TOTAL TOTAL

A B C 0 E F G
- - i - - --l- - i -%

PROGRAMME I

INDICATEUR 2

ALIMENTATIONS 3

EMISSION 4

SERVO-MODELE 5

SERVO-ANTENNE 6

RECEPTEUR HYPER 7

AMPLI PARA 8

RECEPTEUR F1 9

POURSUITE VIDEO 10

CALCULATEUR 11

SERVITUDES 12

ANNEXES 13

,:,N IDEINTIFIEES 14-

L S AL

Planche 9



3 - REPARTITION DE L'ENSEMBLE DES ANOMALIES (VOL + SOL)

IMPUTEES AU RADAR Causes ext rieures
ANOMALIES I - v) 4. L.

to TOTAL 4 1 TOTAL TOTAL

A B D E F G

PROGRAMMEI

INDICATEUR 2

ALIMENTATIONS 3

. . . . i - - - - - - - n --

EMISSION _.4.__

SERVO-MODELE 5 
-

SERVO-ANTENNE 61j -

RECEITEUR HYPER 7

AMPLI PARA 8

RECEPTEUR FI 9

POURSUITE VIDEO -O

CALCULATEUR 11

SERVITUDES 12

ANNEXES 13

NON IDENTIFIEES 14

TOTALI

Planche 10
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DESIGNATION REPERE A B C D E TOTAUX
Pannes En cours Rglages Modifs N.C.

3. ALIMENTATIONS C251

Structure

Redressement C253

Regulation 12 volts C255

R~gulation 30 volts C257

Rtgulation 60 volts C259

Rdgulation 270 volts C261

Bloc s~curit~s C263

Alimentation s~curit~s C265

Relais d~marrage C267

Scurit de phases C273

Oscillateur 500 Hz C269

Amplificateur 500 Hz C271

Non dterrmine

4. EMETTEUR C203

Structure et fagot ZIO

Bande modulateur C207

Commutateur phases C208zi
Alimentation THT Z3 Z4 ZE

Bleeder THT Z6

Self de charge L2

Bloc a diodes z7

Resistances backswing Z8

Ligne a retard DL

Relais Jennings K2.K3

L Bleeders L A R Z2.ZI1

Filtre thyratron Z9

Thyratron V1

Transfo d'impulsions T2

Magn~tron V2

Bague articul~e

Non d~terminI

Planche I I
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MT BF
MTBFO

2.

POUR I BASE

1 2 3 ANNEE

FREQUENCE FREQUENCES
CUMULEES

0,26.
0,2 4
0,22
0,20 - - - . - 1
0,18. 0,9

0,12 /0,6
01210 05,

0,08 /0,4
0,06.0,

MT BF
OBSERVEESEN I AN

EVOLUTION DES MTBF (HISTOGRAMME ET REPARTITION)
(TOUTES BASES CONFONDUES)

Planche 13
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* DISPERTION ENTRE DIFFERENTES BASES

Planche 14

TAUX DE DEFAILLANCE EXPERIMENTAUX

ENVIRONNEMENT : AEROPORTE INHABITE

7EMPERATURE : 600 C

NIVEAU DE QUALITE MILITAIRE"

-DIODES SIGNAL ET COMMUTATION SILICIUM

JANTXV JANTX JAN L ower PIlast ique

10 500 1CD 5000 10000
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Planche 15
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A Fault Tolerant Architecture Approach to Avionics Reliability Improvement

Donald C. Fraser and John J. Deyst

C.S. Draper Laboratory

Cambridge, Mass. 02139

SUMMARY

A difficult technology challenge in the reliability of avionics systems for advanced aircraft is
identified. Three architectures are compared on the basis of a number of criteria which together
constitute the issues which must be examined when considering the overall reliability, maintenance,
and support problem. It is concluded from these comparisons and the limitations identified in
contemporary approaches that the only effective and practical solution to the reliability challenge
is through architecture. An advanced integrated, distributed fault and damage tolerant digital
avionics system architecture is summarized which shows promise of meeting this challenge.

INTRODUCTION

The practical development of the microprocessor has led to the explosion of diverse digital computer
applications with which we are all familiar. Innovative uses of this new device can already be found
in aircraft avionics - particularly in the highly competitive business aviation field. The re-
volution for airline and military avionics has begun. Future generation aircraft are, because of
the power of this new technology, very likely to nearly all be digital, fly-by-wire designs.

The digital avionics system offers many attractive advantages over currently available designs.
Key among these are greater design flexibility and commonality of parts, enhanced raintenence through
simpler common modules and system self check, and lower cost of ownership - not only for the afore-
mentioned reasons but because the avionics application can capitalize upon the developments in the
far larger commercial market. All this is now possible, but the use of digital technology in place
of current analog electronic components will not substantially improve avionics reliability. It
is the hypothesis of this paper that substantial improvements in this latter characteristic are possible
by capitalizing upon recent developments (DEYST, J.J., et al,..., 1978) in another new and developing

field - that of digital system architecture. Indeed, based upon technology already established,
it should be technically possible to configure an avionics system that as far as the pilot is concerned
will never loose a key function. This system is likely to be a fully integrazed, digital, dispersed
configuration which simultaneously will provide considerable lower life cycle costs than any design
which provides similar reliability employing the currently popular approach of subsystem isolation.

A fundamental premise of an advanced integrated architecture for future aircraft is that the stability
augmentation and flight control systems be integrated within the avionics system. With today's
level of avionics reliability this notion is totally unacceptable to most pilots. It becomes practical,
however, if the overall avionics system can indeed be configured to never lose a key function such
as aircraft stability augmentation. The potential from the availability of such a system is in
fact more exciting than the basic functional reliability itself. The existence of such levels of
failure tolerance permit leverage in the aircraft design that never before could he considered.
Aircraft would no longer need to be designed to inherently possess good basic stability and
handling characteristics. They could be configured to be totally dependent upon the electronic
flight control system. These control configured aircraft can potentially offer considerably more
performance than their conventionally designed counterparts. As an example, the aircraft shown in
Figure 1, which was the result of a Boeing study (WALKER, S.A..., 1974), would have the properties
shown in Table 1. This tanker aircraft employed flutter mode control and negative static stability
to decrease the structural weight. The result is an aircraft that can perform the same mission as
the conventially designed aircraft it is compared to in Table 1 for almost 20% less total weight.
Similar and even greater leverage is available depending upon the aircraft mission.

Avionics reliability, when viewed from the overall system point of view which an integrated system
necessitates, is a complex entity to evaluate. It consists of many facets, spanning the spectrum
from basic design issues to repair and logistics considerations. This paper first sets the reliability
requirements which a control configured aircraft application will demand and then addresses the
reliability issue on a point by point basis by comparing an advanced integrated avionics architecture
to more contemporary approaches.

FUNDAMENTAL GOALS AND LIMITATIONS

The flight control function in an advanced control configured aircraft such as the one used in the
example above will be as critical to survival as major aircraft structural elements such as the
wings. This function must then be at least as reliable as the primary structure itself. Figure 2
is an attempt to place this challenge in the context of two more familiar generations of avionics
systems.

There are three elements considered in each of the lines of Fig. 2: exposure time, vulnerability,
and component failure rate. This last item is the area of focal interest to this paper: it represents
the probability of functional failure (per hour) of the avionics function considered. Exposure time

is that fraction of the total operating system time during which the aircraft is exposed to a failure
of the avionics function indicated. Vulnerability, in the context of Fig. 2, is the probability of

a catastrophic event being caused by a failure of the avionics function.
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The first line of Fig. 2 considers a pilot relief cruising flight autopilot - an avionics item that
has been in service for many years. Because it is likely to be used almost continuously on any long
flight the exposure time fraction here is set to unity. On the other hand it can be quickly disconnected
by the pilot who can manually fly the aircraft; thus the probability that a failure will lead to a
catastrophe is remote - it is assigned here to be one in a million. Tyvical functional reliabilities
of this type of installation are of the order of 1000 hours. The resulting probability of catastrophe
is then the product of these three quantities or a probability of 10 per hour. This is a commonly
accepted level for civil applications for the probability of catastrophe due to functional failure
of a major aircraft element (UK CAA..., 1976).

The second line of Fig. 2 represents a system which is at least a generation newer - the category 3A
Autoland system found in several of the wide body transports (FLAPPER, J.A. 1977). The same 1-

failure per hour level of safety is required during automatic landing. Due to the greater vulnerability,
this places a 10

-
6 failure per hour requirement on the autoland function. This three order of

magnitude increased burden on the equipment is the driving reason behind the use of redundant configura-
tions in automatic landing systems as opposed to the simplex installations commonly found in cruise
autopilots.

The final line of Fig. 2 is for a control configured, fly by wire aircraft. In this case the system
is always in use and its loss will ensure a catastrophe. Because of these two facts the entire
burden of the 10

-9 
target is placed upon the flight control system function. This must be the

reliability goal of future generation flight control systems - a frightening three orders of
magnitude beyond the most advanced in service tiday.

This reliability goal is even more awesome when considered in the context of the architectural
limitation identified by Osder (OSDER, S.S...., 1977). His point, repeated here in simplified
form as Fig. 3, is that to build and provide for the management of a redundant avionics configuration
leads to a rapidly increasing level of complexity in the electronics required as more redundancy
is desired. The dual-dual data point in Fig. 3 is typical of the autoland installations represented
by the second line of Fig. 2. The redundancy required to obtain the additional three orders of
magnitude required in a control configured aircraft would be well beyond the dual-dual point. The
conclusion which one must reacn is that even conventional advanced architectural approaches will
not lead to a practical solution to the reliability requirement imposed by a control configured
aircraft design.

ARCHITECTURAL ALTERNATIVES

The previous sections have identified some of the opportunities, goals and limitations associated
with an advanced avionics architecture. The purpose of this section is to define three classes
of architecture to serve as the basis of the comparisons which will be made in the next section.

The first of the three avionics architectural classes is commonplace today - it is the use of
separate and often dissimilar primary and secondary resources. An example of this is the cruise
autopilot discussed in the previous section. In that case the automatic system is backed up
manually by the pilot. The Saab-Viggen digital flight control is a contemporary example of this
class. A single primary system with monitoring is used in this case with a simpler backup reversion.
In all systems of this class either the pilot or a highly dependable system monitor must control
the switchover to the backup system. For convenience in the next sections this class architecture
will be referred to as "dissimilar"

The second architectural class may be fount in some of the most advanced flight vehicles which have
been tested to date - the Space Shuttle, NASA's F8 Digital Fly by Wire aircraft (SZALAI, K.J et al. 1976)
the USAF F-16 and the F-18. In all of these cases the primary avionics resource is replicated in various
ways and failures are identified and isolated via conventional voting techniques. Figure 4 illustrates
one example of this type architecture - the F8 Digital Fly by Wire installation. In the following
sections this type of architecture will be referred to as the "replicated" approach.

The third class and the one which is presented in this paper as a possible solution to the challenges
described in the previous sections, is organized as an ensemble of dynamically allocated, pooled resources
(OtYST, I.C., et al,..., 1978)(HOPKINS, A.L.,et al,..., 1978). Unlike the other two classes it has not
yet been flight tested. The basic philosophy behind this approach is that no distinction is drawn
between elements in terms of dedication to specific functions. Instead, any element can serve any
function for which it can provide usetul capability.

The pooled elements are the line replaceable units within the avionics system. All internal fault
isolation is carried to the level of tnese units and maintenance and logistics procedures are designed
around these as the basic system elements. In addition, the pooled units are basic building blocks
which are interconnected, in hierarchical fashion, to perform the necessary avionics system functions.

The interconnections between units are not static but can be altered by the system, in real time, to
respond to changing requirements and loss of capabilities due to failures and damage. Figure 5
illustrates a possible configuration for an advanced integrated avionics system using this type
of architecture. The lighter lines indicate the interconnections between resources which would be
available in network fashion through either electrical or fibre optic links. The darker line il-
lustrates a possible instantaneous connection of the resources.

Embodied within the architecture of this class is a comprehensive redundancy management function
which identifies faults to the level of the line replaceable units and reconfigures the system to isolate
failed units. Each resource pool of units is represented at a level of redundancy reflecting the possible
functions that can be served by the elements of that pool. In many instances elements can serve multiple
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functions. The prime example here is a small computer or microprocessor which can serve any function
for which it is programmed. By loading appropriate code in real-time and providing the necessary
input/output interfaces, the computer can serve any function for which its capabilities are sufficient.
Thus, for example, a processor is not dedicated to flight control but can serve navigation, display
or communications functions as well.

More details on this architectural class may be found in (DEYST, J.J., et al..., 1978) (SMITH, T.B.. ....
1978). In the following sections this architectural type will be referred to as the "pooled" approach.

AVIONICS ARCHITECTURAL COMPARISONS

In this section the "pooled" architectural class is compared to the other two on the basis of a
number of criteria which are key to the life cycle cost and reliability associated with deploying
each. The purpose is to demonstrate that by most criteria the pooled architectural alternative
offers distinct advantages over the more contemporary approaches. It will be seen that benefits
may be obtained from this advanced class of architecture whether or not the control configured
aircraft design leverage is used.

The comparisons which follow are all based upon the observation that all three architectural
classes can be configured to meet the normal performance requirements associated with an advanced
avionics system such as throughput, memory capacity, bandwidth etc. All are equally capable in
this regard. No order of importance is inferred in the order of presentation of the criteria.
The sum total of these advantages is what should enable the "pooled" architecture to provide signi-
ficantly greater reliability than the more contemporary approaches.

Automation Potential:

This criteria is the ability of an architecture to provide sufficient reliability for a function to
permit that function to become completely automated in a life critical function. The "dissimilar"

class is totally inadequate here since it simply does not provide sufficient coverage. Both the
"replicated" and "pooled" architectures can be configured with sufficient redundancy to satisfy
this criterion. Due to its ability to freely assign elements the "pooled" class can provide the
necessary coverage more economically than the "replicated" class. Figure 6 illustrates this point
for an integrated flight control and navigation system on a 1000 aircraft lot. In generating this
figure, which compares the replicated and pooled classes flight control is configured to be fail
operational - fail operational - fail safe while navigation is fail safe.

Utilization Flexibility:

There are two types of flexibility that can be addressed. The first is real time f'exibility to
adapt to a changing situation. The concept of pools of units, capable of being assigned to perform
tasks as appropriate, provides in-depth flexibility. Since no unit is specifically identified
with a particular task or function, all units are available to support any required function, and
the maximum flexibility is afforded within the constraints of numbers of available units. The size
of the units is an important aspect here because typically the unit size is smaller in the "pooled"
system than in the other architectures.

The second type of flexibility is the ease with which the system can be modified for growth and
change. With the pooled approach, modification means changing the constituents of pools, sizes
of pools,or altering by adding or subtracting pools. To the extend that communications system
flexibility permits, this can be a very straightforward process. A rigidly string organized system
(i.e. triplex or quad redundant) can be amenable to changing particular types of elements, but is
not amenable to adding additional redundancy of particular elements. A non-string organized "replicated"
system can have change flexibility equivalent to a "pooled" system. It is important to realize,
however, that this configuration begins to approach the "pooled" architecture approach.

Availability:

Because of its ability to flexibly configure its resources, the "pooled" system has the potential
to provide the highest level of availability or operational readiness. Since no element is specifically
assigned to a function, all elements can serve any function to which their capabilities are useful.
Thus, for a specified number of faults within the system, the "pooled" architecture, with elements
serving multiple roles and flexibility to reconfigure around faults, has the greatest chance to
successfully complete a mission. This is a key reason for the savings indicated in Fig. 6 and is
the driving mechanism behind the earlier claim that a system could be configured so as to never
loose a key function. Whereas individual components may fail at the "thousand hour" rate discussed
earlier, there will be enough of them incorporated into a sufficiently flexible "pooled" architecture
to guarantee the existence of key functions to even the 10

-9 
level required by a control configured

aircraft.

Modularity:

In terms of procurement, maintenance, and logistics it is desirable that the avionics system be
configured from a small set of unique modules. The very nature of the "pooled" architecture lends
itself readily to minimizing the number of different modules. Pools can serve multiple tasks and,
by appropriate choice of elements in a pool, the array of functions served by a pool can be maximized
and the number of pools minimized. The "pooled" class is, in effect, inherently modular whereas
the other two classes are not.
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Complexity, Weight and Volume:

The total set of functions served by the avionics system overlap in the sense that more than one
function can be served by a single unit within the system. By purposely choosing units to serve
multiple roles, both performance and reliability can be achieved without excessive complexity and
its associated weight and volume penalties. As faults occur, the system can be reconfigured,
gracefully dispensing with less critical mission functions so that remaining resources can support
flight critical tasks. The "pooled" architecture, with its dynamic reconfiguration capability and
pooled resources, provides the flexibility to make maximum use of all elements, and hence has the
greatest potential to minimize complexity, weight and volume. This is also evident from the comparison
provided in Fig. 6.

Maintainability:

The fault isolation procedures of the "pooled" architecture are specifically designed to identify
failures in real time to the level of line replaceable units. The fault isolation process occurs
in the operational environment and hence a high level of validity of fault isolation is achieved,
as compared to after-the-fact test procedures. Line replaceable units are sized to facilitate
ease of maintenance and the entire maintenance and logistics scenario is based on the pooled units
as basic system elements. This, plus the fact that the number of different LRU's is minimized,
greatly simplifies the overall maintenance problem. The "dissimilar" and "replicated" architectures
could also be designed for greater ease of maintenance than has been customary but not to the degree
possible with the "pooled" architecture.

Diagnosabi..ity:

This aspect or criterion for an avionics system reflects the ease with which faults can be identified
for maintenance purposes. It is more a design aspect than it is an inherent property of particular
architectures. Whereas in the past fault isolation and built in tests were often an after thought,
appended to the design; in future systems they must be an integral part of the design process from
the outset. All three architectures lend themselves to fault diagnosis; however the "pooled"
design specifically incorporates this aspect as a significant part of the entire design process.

Programmability:

Architectures can have a significant impact on the orderly developm~nt of software, its verification
and validation. The most important aspect of a software development effort is the systematic
partitioning or modularization of the job. A modular architecture imposes a natural partitioning
on the software that greatly enhances this process. Since the "pooled" approach is by its very
nature the most modular of the three architectures, it has the greatest potential for advantages
in this area.

Producibility:

In terms of the problem of long-term procurement of an avionics system for a large fleet of aircraft,
producibility is in large measure the ability to establish a highly competitive procurement of the
various elements of the system. The "pooled" architecture, consisting of a relatively few pools,
containing large numbers of identical elements, can provide the basis for establishing this competition.
Large numbers of units will characterize each buy, attracting many potential supplies. Parts can
be easily added or replaced in the "pooled" architecture since unlike the others it is configured
to be highly modular. Fewer different types of units will be required, resulting in a reduced
inventory of spares. The procuring agency can thus take maximum advantage of the innovative cost
reduction methods that are inevitably stimulated by competion. The procuring agency owns the
architecture and will be able to supply the parts for it on a piecewise competetive basis.

Design Risk:

Of the three architectures described, the "pooled" approach is the newest and hence has the smallest base

of experience. Both the "dissimilar" and "replicated" approaches have been used in prototype and operational
aircraft. While extenslve analyses, simulations and prototype experiments have demonstrated the
potential and feasibility of the "pooled" approach, it has not been brought to the flight test
stage of development. This is its most important limitation.

Multiple Fault Tolerance:

Both the'replicated" and the "pooled" architectures can be provided with sufficient levels of redundancy
to tolerate multiple faults. Similarly, both architectures can embody redundancy management
procedures to identify failures and reconfigure the system to isolate faulty elements. The pooled
architecture, however, with no dedicaticns of units to specific functions and flexibility to allocate
resources on a priority basis; can provide a higher level of fault tolerance at a given level of
complexity or reduced complexity for a given level of fault tolerance. Indeed, in many cases it
will be possible to isolate faults to the simplex level through the use of analytic redundancy
algorithms (DECKERT, J.C., et al..., 1978)

Damage Tolerance:

The most effective means of attaining damage tolerance is through physical separation of avionics
system elements. This requirement, if applied literally to a "replicated" architecture, would
result in a considerable overhead penalty due to the additional elements which would be required
to obtain the required dispersion. Since the "pooled" architecture generally contains smaller
units, as compared to the other two architectures, greater freedom in location of elements within the

aircraft is afforded by this approach.
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Malfunction Correlation:

Malfunction correlation poses the greatest threat to fault-tolerant architectures. The very basis
of fault tolerance is the assumption that the system can be designed so that failures are independent
events. A correlated failure that affects all redundant copies of a particular type of unit
immediately thwarts the purpose of the redundancy.

The "dissimilar" architecture is, by its very nature, highly immune to correlated malfunctions.
The repetitive and pooled architectures must be designed with special care to eliminate all correlated
malfunction mechanisms. Considerable effort has been dedicated to design and manage the "pooled"
approach in a way which protects it from this type failure (SMITH, T.B..., May 1975), (SMITH, T.B....,
April 1975).

Fault Latency:

Fault latency manifests itself in a fashion that is similar to a correlated malfunction. A latent
fault occurs, for example, when a unit which is designated as a spare fails and is not detected
because it has not been exercised for a period of time. The latent fault poses a special threat
because when the spare is brought on line to replace a detected fault, the spare proves inoperative.

The "dissimilar" architecture typically operates with its backup system inoperative for long periods
of time. Latent faults can accumulate and defeat the redundant strategy when a failure occurs in
the prime system. The "replicated" system tends to use its redundant units in parallel fashion, all
performing identical tasks. If the particular task does not exercise a certain facet of these
units, so that a failure is not observed, latent failures may accumulate. The "pooled" architecture
routinely reconfigures itself to uncover latent faults and hence it has the best chance of purging
them.

Intermittent Fault Identification:

Intermittent faults are the most difficult to diagnose. Rapid detection and diagnosis and special
demerit procedures or other record keeping methods must be used to identify faults in this class.
In some sense the intermittent fault is a type of latent fault and for the same reasons as those
given above, the "pooled" architecture has the best potential for effectively handlinq these failures.

This concludes the section on comparison of architectural candidates. Each of the individual
elements listed in the comparison contribute to the overall issue of avionics reliability and
life cycle costs in some way. It can be seen that in almost every case design is of Frimary importance
to the ensuing reliability and that architecture of the overall avionics suite can be a controlling
factor in achieving greater avionics reliability.

CONCLUSIONS

Some fundamental limitations in the contemporary approaches to avionics reliability have been
identified. Key among these is a complexity divergence which will demand a new outlook on the design
of future generations of avionics suites. This becomes even more necessary if it is desired to
fully realize the potential available from control configured aircraft design. Functional failure
rates of less than 10-

9 
per hour will be required in that case.

Based upon the limitations identified in the contemporary approach to avionics reliability and in
the comparisons of the three architectural candidates it must be concluded that the challenge of
the avionics reliability required for advanced aircraft can only be met by careful design of the

overall system architecture. An integrated digital avionics architecture based upon dynamically
allocated pooled resources appears to be capable of meeting this technology challenge.

As is so often the case, however, the path of greatest potential gain also represents the largest
risk. Although it has received considerable attention in terms of analyses, simulations and
experimental prototypes, the "pooled" approach has not been flight tested and has the smallest
base of experience. However, results to date indicate that this avionics architecture is practical
and has the potential to satisfy the emerging requirements of the 1990's while taking maximum
advantage of the technology advances that are likely to occur in that time frame.
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TABLE 1

Advanced Tanker Comparison

Control
Conventional Configured

Design Design

Wing Area (ft2 ) 10,640 8,984.
Wing Span (ft) 275 251.4
Fuselage Length (ft) 197 125.
Horizontal Tail (ft2 ) 2,310 0
Vertical Tail (ft 2) 1,173 571.2
Design Weight (Ib) 1,000,000 835,900.
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TRENDS IN RELIABILITY MODELING TECHNOLOGY

FOR FAULT TOLERANT SYSTEMS

Salvatore J. Bavuso
NASA Langley Research Center

Hampton, Virginia

SUMMARY

Recent developments in reliability modeling for fault tolerant avionic computing systems are pre-
sented. Emphasis is placed on the modeling of large systems where issues of state size and complexity,
fault coverage, and practical computation are addressed.

A two-fold (analytical modeling) developmental effort is described based on the "structural modeling"
and "fault coverage modeling" approaches. With regard to the structural modeling effort, two techniques
under study are examined. One technique which was successfully applied to a 865 state pure death stationary
Markov model is presented. The modeling technique is applied to a fault tolerant multiprocessor currently
under development. Of particular interest is a short computer program which executes very quickly to pro-
duce reliability results of a large-state space model. Also, this model incorporates fault coverage states
for processor, memory, and bus LRU's (Line Replaceable Unit).

A second structural reliability modeling scheme which is aimed at solving nonstationary Markov models
is discussed. This technique which is under development will provide the tool required for studying the
reliability of systems with nonconstant failure rates and includes intermittent/transient faults, elec-
tronic hardware which exhibits decreasing failure rates, and hydromechanical devices which typically have
wearout failure mechanisms.

A general discussion of fault coverage and how it impacts system design is presented together with a
historical account of the research which led to the current fault coverage developmental program. Several
aspects of fault coverage including modeling and data measurement of intermittent/transient faults and
latent faults are elucidated and illustrated. The CARE II (Computer-Aided Reliability Estimation) coverage
is presented and shortcomings to be eliminated in the future CARE III are discussed.

The emergence of the so-called latent fault as a significant factor in reliability assessment is
gaining increased attention from a modeling viewpoint; therefore, nuances of latentfaults, models for such,
and a method for latent fault measurement are depicted.

I. INTRODUCTION

The importance of achieving a faithful reliability assessment capability for avionic fault tolerant
systems cannot be overstressed. Reliability issues involve virtually every aspect of design, packaging,
and field operations, with regard to safety, maintainability, and invariably profits. Successful imple-
mentation of digital fault tolerant computers for critical flight functions in commercial aircraft cannot
be realized without rigorous and credible analytical and simulative demonstrations of system reliability
and fault tolerance. This conviction is fostered by the observation and supported by analysis that life
testing to demonstrate the ultrareliability of these systems will be impractical, and because of the safety
aspect, the full potential of such systems will not be realized until system reliability and fault
tolerance are substantiated.

The task of producing a credible reliability assessment capability is indeed a formidable one. The
root of the problem is embodied in the very essence that makes the digital computer such an attractive I
device for use in a host of applications, namely its adaptability to changing requirements, computational
power, and ability to test itself.

Among the many factors to be considered in the design of fault tolerant systems are those which can
have a direct impact on reliability. These factors must be accurately accounted for in a faithful relia-
bility assessment. Figure 1 depicts some of the more important elements delineated into four categories:
(1) Type and Manifestation, (2) Cause, (3) System Effect, and (4) Defense. Every digital avionic fault 3
tolerant system must be designed to effectively cope with a myriad of hardware and software anomalies
which are classified in categories I and 2. Categories 3 and 4 typify the effect of anomalies and some
techniques for coping with them. Figure 2 portrays the combinations of categories I and 2. For example,
a hardware anomaly could be a permanent random failure. On considering the number of devices in a digital
system that are susceptible to failure in the ways depicted in figure 2 and combining software anomalies in
a similar manner, one quickly begins to appreciate the designer's and the reliability analyst's tasks in
accounting for these factors in reliability assessments. A rigorous discussion regarding some of these
factors is given in McCluskey and Losq, 1978.

From a reliability assessment viewpoint, it was not until recently that analysts began to account for
these factors (Roth et al., 1967) with the probabilistic concept of fault coverage. Since then, numerous
reports have appeared on the effects of fault coverage accountability (Ultra-Systems, Inc., 1974; Bavuso,
1975; and Bjurman et al., 1976).

2. RELIABILITY MODELING APPROACH

Reliability modeling research at the NASA Langley Research Center has been strongly influenced by our
fault tolerant computer architectural research program which commenced circa 1971 with the initiation of P
study on the Design of a Fault Tolerant Airborne Digital Computer (Wensley et al., 1973, and Ratner et al.,
1973). This study identified two potentially viable computer architectures for aircraft flight control
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applications. They are the SIFT (Software Implemented Fault Tolerance) and the FTMP (Fault Tolerant
Multiprocessor) (Wensley et al., 1978, and Hopkins and Smith, 1975 and 1978). Both architectural concepts
utilize multiple LSI (Large Scale Integration) processor and memory devices, resulting in a large number
of SRU's (Smallest Reconfigurable Units). From a reliability modeling point of view, this scheme contrib-
utes heavily to the modeling complexity by increasing the number of possible operational hardware states.
This state of affairs has focused our research in the direction of developing modeling techniques that are
applicable to large-state models. For convenience, this modeling thrust will be referred to as the
structural analytic approach. A parallel effort to the structural analytic approach was initiated by a
study in 1973 which produced the Computer-Aided Reliability Estimation (CARE 11) computer program. To
date, the CARE II fault coverage model represents the most advanced generalized model published in the
open literature. It was this study which launched the Langley fault coverage modeling approach.

Because it is anticipated that viable fly-by-wire digital fault tolerant systems for aircraft flight
control will be required to meet unreliability requirements of (less than or equal to) I0"9 per flight and
to be practical (less than or equal to) I0- at 10 hours, reliability models must be implemented in analytic
form in lieu of simulation models; however, the use of very high speed emulators and/or parallel computers
may at some future time diminish the analytic approach's dominance. This is not to say that simulative
techniques are not presently applicable in reliability modeling. On the contrary, simulation plays a major
role in determining vital reliability parameters associated with fault coverage modeling.

3. STATE-OF-THE-ART MODELING PROBLEMS

The state-of-the-art of structural analytic modeling of large systems is typified by the reliability
analysis method employed in the ARCS (Airborne Advanced Reconfigurable Computer System) study (Bjurman
et al., 1976). The solution technique is matrix oriented and is based on constructing a similarity rela-
tion such that the transition matrix is similar to a diagoral matrix containing the eigenvalues along the
diagonal. For pure-death Markov processes with distinct eigenvalues, this solution method is extremely
fast in a general purpose digital computer and, thus, very attractive for use in large-state space models.
With some minimal care in assigning failure rate data so that, for all practical purposes, the system
eigenvalues are mathematically distinct, this solution scheme is applicable to a large class of computer
architectures of practical interest. Such a system is the FTMP which was analyzed at Langley using the
described method. An abbreviated state transition diagram for the FTMP appears in figure 3 where a system
state is defined as the 6-tuple vector, (a,b,d,c,e,f), where

a = number of working processor modules
b = number of processor modules in a recovery state
c = number of working memory modules
d = number of memory modules in a recovery state
e = number of working bus modules
f = number of bus modules in recovery

and the SRU's are the processor, memory, and bus modules. Initially the system is in state
(10, 0, 10, 0, 5, 0) and the final state is (5, 0, 2, 0, 2, 0). Further loss of hardware is considered
system failure since crucial flight functions cannot be effected. Elements, b, d, and f describe states
involving recovery. In addition to system loss resulting from hardware depletion, system failure occurs
(in this model) when a second fault occurs within a recovery interval. This condition was imposed because
the FTMP's primary fault detection and isolation mechanisms are based on a functional level softwaremajority voting scheme. In actuality, the FTMP can recover from many double failures; hoever, the double

failure constraint was necessary to reduce the state size of the reliability model; fortur tely, it also
produces a conservative reliability estimate. Several other necessary conservative assumptions were
required to bring the state size down to a manageable level; in this case, a 865-state mod-l resulted.
Although 865 states for a reliability model is considered very large by industry standards, this analysis
presented no problem for our Control Data Corporation CYBER 175 computer. In fact, a mission time of
10 hours required only 74 CPU seconds.

Aside from the surprising low CPU time of such a complex analysis, another unexpected outcome
resulted and is shown in figure 4. The probability of system failure in 10 hours is plotted against
processor failure rate per hour for the 865-state model with 10 processors, 10 memories, and 5 buses; and
for a 673-state model with 10 processors, 8 memories, and 5 buses. The data show that the addition of
2 memory modules increased the system probability of fai' !re. This trend also applies if in lieu of
"processor" appearing in figure 4, "memory" or "bus" is plotted. One explanation for this unexpected data
is the sensitivity of the reliability model to the occurrence of a second fault during recovery. Beyond a
particular hardware complement, increasing hardware redundancy diminishes system reliability because of
the increased likelihood of additional faults. If the constraint that a second fault occurring in a
recovery interval fails the system were relaxed, the results will change in favor of increasing redundancy.
The penalty for increased realism is a considerable increase in the model state size. To date, a practical
upper bound on the state size for the matrix solution technique previously discussed has not been explored.
On the pessimistic side, it is sobering to realize that the 865-state model was reduced from approximately
10 million states through the imposition of certain conservative constraints on the model.

The state-of-the-art of reliability modeling of large systems has progressed one step beyond that
already described to include transient faults. This amounts to adding the transient failure rate
(transition rate) to hardware failure rates to account for persistent transient faults that behave like
permanent faults (Bjurman et al., 1976, and Ng, 1976). The reliability contribution due to the time the
machine spends in the recovery state because of a transient is not accurately modeled: As most analyses
assume constant transient transition rates, one can ignore the recovery state and combine the transient
transition rate with the permanent fault transition rate.

This scenario of the state-of-the-art of reliability modeling for fault tolerant systems surely must
convey the notion of modeling inaccuracies, not to mention the conspicuous absence of any discussion of
software anomalies and other anomalies portrayed in figure 2. Even though the reliability analyst makes
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every attempt to be conservative when he cannot be accurate, more often than not he is forced into a
compromising position that raises doubt and diminishes confidence in the analysis.

4. A NOVEL APPROACH FOR RELIABILITY ASSFSSMENT

In the aforementioned analysis of the FTMP, irrespective of software considerations, the major
suspects which challenge both the accuracy and the conservatism of the analysis are the transient and
fault recovery treatment. In both cases, it was assumed that the state transition rates are constant
and values for these were determined by educated guesses. Also, it was assumed that the latency time
is zero (Shedletsky and McCluskey, 1976). Trends in reliability modeling technology for fault
tolerant systems are being driven by the need for analytic techniques capable of modeling fault
tolerant systems with state sizes on the order of 1000, to include sensors, actuators, and their
computer interfaces. There is mounting evidence that certain electronic devices exhibit nonconstant
hazard rates (Timing, 1975, and Shooman, 1974); and mechanical and hydraulic devices commonly
exhibit wearout, i.e., increasing hazard rates with time. These observations coupled with the needto accurately account for fault latency, intermittent/transient faults, and software failures present
a strong case for an analytic technique capable of modeling nonconstant hazard rates.

The development of such a technique is currently under study and will result in the development of a
General Computer-Aided Reliability Estimation (CARE III) computer program. The desire to reduce the large
state sizes for Markov processes vis-a-vis CARSRA (Computer-Aided Redundant System Reliability Analysis,
Bjurman et al., 1976) and the need to treat nonconstant hazard rates directed the study toward a general-
ized Markov process concept, namely the processes in which the Chapman-Kolmogorov equation holds:

Pi(t,[ ) = PVi(s'T)PXV(t's)

V

for all T < s c t, where Pti(t,T) is the probability that the system is in state X at time t given
that it was in state i at time T (Feller, 1957). By judicially defining system states to satisfy
the Chapman-Kolmogorov equation, the forward Kolmogorov equation can be satisfied under some very
general conditions:

aP ti(tT) = -PiitT) Ai(tT) + Pji(t,,) Cj2 i(tt_ A i . (tr)

at
j~2.

If the notation indicating the condition that the system be in state i at time T be suppressed, the
following recursive equation results:

.t

= ((c ) dr
eJO Y(n)dn

where

PX(t) = probability of being in state 2 at time t

Xjt(t) = transfer rate from state j to state 2

cj,(t) = coverage associated with a failure which, if coverage were perfect, would cause a transfer
from state j to state 2

The system reliability is given by

R(t) = PI(t)
XeL

for the set L of allowable states.

From a computational point of view, a more accurate form is obtained by letting

Qy(t) = P*(t) - Pyt)

where Pi(t) = P,(t) given perfect coverage. The system unreliability Q(t) is given by
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Q(t) =-R(t) = QZ(t + P*,(t)
ZeL tEL

with L u L being the set of all possible states. And Zjt(t) = 1 - cj,(t) so thatt t
Qk(t) =e 0 0  

dTC O Xg(n)dn

The virtues of this scheme are that the hazard rate Xjt(t) and coverage cjt(t) are time dependent; also
the contribution to system unreliability due to perfect and imperfect coverage is decoupled. The need for
the Xjj(t) was previously discussed, but the importance of cjt(t) was not presented.

In avionic systems which utilize dynamic resource allocation schemes such as is possible with the
FTMP and SIFT systems, the proportion of hardware and software resources is dependent on the aircraft
flight phase and/or flight envelope. night critical phases require greater hardware redundancy and fault
monitoring. The latter factor appears in reliability models as time-varying coverage c.,(t). A more
subtle need for cj,(t) is to account for fault latency. The probability of system faiiure due to
insufficient coverage is a function of the number of existing failures embedded in the system. That is,
the probability of a secord SRU (processor, bus, memory) failure occurring during the T second recovery
time is a function of the number of SRU's functioning at that time.

Preliminary studies of the Kolmogorov technique are encouraging from an accuracy viewpoint and com-
puter run time. Fiqures 5 and 6 compare FTMP reliability data generated with the Kolmogorov technique
against data generated with other conventional techniques. To make a meaningful comparison, cAX(t)
and A j,(t) were constrained as constants in the Kolmogor. v technique. It is suspected that tle dis-
crepancies depicted in figure 6 are attributed to simplifying assumptions required to keep the conven-
tional analysis technique tractable.

Current work on CARE III is directed toward developing a coverage model compatible with the Kolmogorov
technique and is based to a large extent on the CARE I] coverage model (Raytheon Company, 1974 and 1976).
Improvements to be sought are modification for coverage time dependency (cj,(t)) to model latent faults
and of greater difficulty, to reduce the burden placed on the user in defining input data for the modified
CARE II coverage model. A third improvement is to include a more sophisticated intermittent/transient
fault coverage model and if possible a software failure model.

The CARE I] coverage model is a powerful basis upon which to build the Kolmogorov coverage model
(KCM). In its completed form, the KCM will determine coefficients for the Kolmogorov reliability model
(KREL-M). Coverage is conceived as consisting of three fundamental processes, system fault detection,
fault isolation to the SRU, and recovery, which may require hardware replacement and/or software correc-
tion. Failure to properly effect one of these processes constitutes a coverage failure which is usually
modeled as a system failure. A faithful coverage model must provide the mechanisms by which the relia-
bility analyst can relate the coverage coefficients to the system factors that affect coverage. These
factors include the fault classes (permanent/intermittent hardware/software faults), the system fault
detection mechanisms (software/hardware voting, software self-monitoring, BITE (Built In Test Equipment),
etc.), SRU fault isolation mechanisms (similar to detection), and recovery procedures (hardware replace-
ment, instruction retry, etc.). Detectors are modeled as competitors in the detection process. Every
detector has some chance of discovering a fault; however, most detectors usually are specialized for a
particular class of faults. In CARE II, this modeling process is under user control. It is assumed in the
coverage model that the detector which discovers a fault is most capable of defining fault isolation and
recovery strategies. These strategies are user defined.

The CARE 11 coverage model takes the following form:

Cx(i,j) = Pips,'Pi S gi(T)hi(i ° - JTsx)ri(T,T')dT dT'

where

Cx(i,j) = conditional probability system can recover from a fault in stage x given the faultbelongs to fault class j and is detected by detector i

T detection time

T' = isolation time

Psx = defective spare detection

Tsx = spare unit test time

*A stage is defined as a set of identical devices.

I.
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Pi = noncompetitive detection probability

Pi = isolation probability associated with Pi

hi = isolation rate

ri  = recovery probability

gi = competitive detection rate

Of all of these parameters, gj(r) is the most difficult to obtain because it is a function of
detector i and the entire ensemble of detectors and their interrelationships.

5. ACQUISITION OF COVERAGE DATA

Assuming success in modifying the CARE II coverage model for the KREL-M, some difficulty in using this
capability still remains. Eventually the analyst must obtain coverage data peculiar to the system of
interest. Three types of data are urgently required: intermittent hazard rate data including duration
densities, fault detection densities for various classes of faults and detectors, and software hazard rate
data. There is some encouraging news on the first two; a discussion on the third is beyond the scope of
this paper and will not be addressed further.

A sourcE of intermittent arrival data has been identified and work has recently commenced to generate
a data base )f intermittent field hardware failure data in digital electronics*. The long-term aim of this
endeavor is to produce intermittent hazard rate data for a variety of digital devices using different parts
technology but applicable to avionics.

Beyond the pressing issues surrounding software reliability, validity and/or validation, characteriza-
tion of the latent fault ranks in equal importance to the eventual success of utilizing digital systems for
flight critical functions. Because of the near infinite number of possible machine states that a digital

computer can obtain as a result of failures, it is impossible to exhaustively test such a device to deter-
mine its health. Therefore the presence of undetected faults is always a possibility, and for systems
designed to obtain system probabilities of failure of less than 10- in 10 hours of flight, even small
probabilities of latent faults occurring can have a large effect on system reliability. It is certainly
with these thoughts in mind that designers incorporate redundancy; however, the cost of constructing
machines which tolerate more than three coexisting manifested faults becomes prohibitive. An acceptable
solution is to constantly search for faults and eliminate their effects so that the machine is never pre-sented with two coexisting manifested faults, i.e., only one at a time. To insure that this goal is

satisfied, the designer must have a priori knowledge of fault occurrence and manifestion rates so that
adequate fault detection and recovery mekhanisms can be incorporated.

There are a number of detection schemes; the most obvious is comparison/voting and can be implemented
in at least one of two ways: by executing a special software test and comparing expected results with
computed results (self-monitoring) or two or more uniprocessors can compare functional level outputs during
normal computation where both processors are executing the same code. The time between fault occurrence
and its detection is the latency time. If this time is short compared with the failure rate of SRU's, then
the machine will essentially see single failures and have sufficient time to cope with them. Long latency
times are conducive to system failure.

In an attempt to determine methods of acquiring latency data, a study entitled, "Modeling of a Latent
Fault Detector in a Digital System" was conducted (Nagel, 1978). A very simple computer (VSC) modeled at
the gate level was designed and simulated to execute on a CDC CYBER 175 host computer. Six simple pro-
grams were written using the VSC that consisted primarily of the following instructions:

Fetch and store
Add and subtract
Shift right and shift left
AND and OR
Indirect addressing
Overflow indicator
Branch
Copy to and from temporary storage

While the VSC executed each of the six programs, single faults were induced random unifotmly over
the gate list. Input, output, stuck-at-one, and stuck-at-zero faults were equally likely occurrences.
Initially the number of runs manifesting faulty output was recorded and produced the following results:

ESTIMATED ESTIMATED
DETECTION STANDARD

PROGRAM SAMPLE SIZE DETECTIONS PROBABILITY DEVIATION

Fibonacci (FIB) 211 98 0.464 0.034
Fetch and Store (F&S) 118 42 .356 .044
Add and Subtract (A&S) 208 117 .563 .034
Search and Compute 118 64 .542 .046
Linear Convergence 133 78 .586 .043
Quadratic 97 55 .577 .050

*NASA Contract Number, NAS1-15574 with Sperry Univac.
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Extensive data analysis was performed to explain the observed differences in terms of the number of
executed instructions, the number of different instructions used in computation, the degree of branching,
the fault mode (stuck-at-one or zero, input or output), and number size. The results of the statistical
analyses indicate that latency time, or equivalently, detection capability, depends primarily on the

instruction subset used during computation and the frequency of its use. Moreover, little direct
dependence was observed for such factors as fault mode, number size, degree of branching, and program

length. An exponential model was proposed and applied to the data from three programs (Add and Subtract,

Fibonacci, and Fetch and Store)

The exponential model is based on the density function of y = min (t, T), where t is the detection

time measured in repetitions and T is the truncation time of test, and is given by:

PoXe-AY y < T

f(y) = Poe
T + Qo y = T o Po)

0 Elsewhere

where

PO = the detection probability

Qo = the probability of nondetection for all time

Poe-xT = the probability of nondetection due to insufficient test time

Values for Po and X were obtained using maximum likelihood estimators, enabling the following
data to be generated:

Program PO _ ____

A&S 0.568 0.577 1.02
FIB .474 .491 1.04
F&S .371 .398 1.07

A pictorial representation of this model is shown in figure 7 superimposed on the raw data in
histogram form.

If after careful testing, this method of measuring and modeling fault latency proveb to be acceptable,
an important set of coverage parameters will become available for reliability modeling. As an aside, this
scheme also provides a method for synthesizing test programs both for pre-flight and in-flight monitoring.

6. CONCLUDING REMARKS

Testing digital systems which perform flight critical functions is not a feasible method for estimating
system reliability. Analytic modeling of system reliability in conjunction with simulative techniques for
coverage measurement appears to be the only alternative on the horizon. Accurate reliability estimates
which account for such factors as latent faults, intermittent/transient faults, and software errors require
sophisticated techniques which are currently being developed and will result in the KREL-M reliability
assessment capability embodied in the CARE III computer program. The effects and significance of these
factors on the reliability of fault tolerant digital systems are yet to be determined, and the potential of

increased complexity brought about by the inclusion of these factors in an assessment capability such as
KREL-M is a major concern. It is anticipated that after extensive trade-off analyses, KREL-M will be
simplified and take on more of the characteristics of a production tool in lieu of its initial experimental
character.

In a parallel effort, methods for acquiring indispensable coverage data required by KREL-M are now
becoming available.
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CATEGORY

1. TYPE & MANIFESTATION: - HARDWARE ANOMALY - SOFTWARE ANOMALY

* PERMANENT 0 PERMANENT
* TRANS lENT * TRANS IENT
* INTERMITTENT 0 INTERMITTENT

2. CAUSE: - DESIGN ERROR - DESIGN ERROR

- FABRICATION ERROR - CODING ERROR

- RANDOM FAILURE - EXTERNALLY INDUCED

- EXTERNALLY INDUCED * DATA PATTERN ERROR

05 IGNAL ERROR * PROCEDURE ERROR

* POWER FAILURE
* PHYSICAL FAILURE
* EMI

3. SYSTEM EFFECT: - COMPUTER SYSTEM CONTROL LOSS - COMPUTER SYSTEM CONTROL LOSS

- APPLICATION COMPUTATION ERROR - APPLICATION COMPUTATION ERROR

- NONE - NONE

4. DEFENSE - HARDWARE REDUND.NCY - SOFTWARE REDUNDANCY

* SPATIAL - ALTERNATE 0 SPATIAL - ALTERNATE
HARDWARE CODE

* TEMPORAL - RETRY * TEMPORAL - RETRY
(TRANS lENT)

Figure 1. Factors Affecting Coverage.

OLI
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HARDWARE ANOMALY

PERM. INT. I TRANS,

DESIGN FAB. RANDOM EXTERNALLY DESIGN FAB. RANDOM EXTERNALLY
ERROR ERROR FAILURE INDUCED ERROR ERROR FAILURE INDUCED

SIGNAL POWER PHYSICAL EMI SIGNAL POWER PHYSICAL EMI

ERROR FA ILURE FA ILURE ERROR FA ILURE FA ILURE

SOFTWARE ANOMALY

PERM. INT. TRANS.

DESIGN CODE EXTERNALLY DES IGN CODE EXTERNALLY
ERROR ERROR INDUCED ERROR ERROR INDUCED

DATA PROCEDURE DATA PROCEDURE
PATTERN ERROR PATTERN ERROR
ERROR ERROR

Figure 2. Delineation of Hardware and Software Anomalies.

I
&..L__.



17-10

WORKING WORKING STATE
STATE, MINIMUM SYSTEM

i Figure 3. FTMP State Transition Diagram.
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Figure 5. Probability of System Failure Versus Time for FTMP.
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Figure 7. Exponential Model of Fault Latency (Detection).
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SUMMARY

The actuation system is an important link in the control chain which transforms the electrical

demands from the avionics system into large forces capable of positioning the control surfaces. In

the past such actuation systems, usually hydraulically powered, have beern mechanically signalled by

the pilot but may have had electrical inputs added. Protection against malfunction has been by

limiting authority in the case of autostabilisers and by limiting rate in the case of autopilots.

In new aircraft with electrical signalling as the main, and perhaps the only, mode of control, protection

against malfunction is being obtained by means of redundancy.

This paper examines methods of obtaining system integrity by means of redundancy in the actuation

and how the chosen solut~on is affected by constyaints such as contr3l surface layout, numbers of power

supplies and the form of the avionics. It also Jooks at the effect of this redundancy on the defect

rates and considers developments which improve reliability and also remove some of the constraints.

1. INTRODUCTION

After the Avionics system has taken note of all the flight conditions from various sensors and has

considered any instructions it may have received from the pilot or elsewhere, it very rapidly transforms

these into a command to maintain or to change the flight path of the aircraft. To do this, usually by
means of control surfaces, requires a large amotnt of power and this i0 usually hydraulic power. This

non-electronic link in the contrl chain, however, is just as vital as any other link and therefore the

problem of reliability is just as important.

In most aircraft flying today, and in many aircraft being projected, the primary input to the

hydraulic actuators which position the control surfaces is a mechanical system of rods and/or cables.
In these cases the avionics input is usually in two parts, that is the stability augmentation input (S.A.S)

which is high speed and low authority, and the automatic pilot input which is high authority and low speed.
By separating these functions, a measure of protection against malfunction is automatically obtained by the

limited authority in one case and limited rate in the other.

Some aircraft already flying, for example Concorde, use electrical signalling as the normal

operating mode with the mechanical input as a stand-by and many future designs will be completely fly-by-
wire. In such cases the avionic system is controlling a high speed, high authority actuator. Because of

this, the results of a malfunction can be disastrous and so protection against such an event must be

provided. It is about this type of system, the type which will be used more and more in the future, that

we are concerned with in this paper.

2. RELIABILITY AND INTEGRITY

We say a system is unreliable if it goes wrong frequently and so when we talk about reliability we

usually mean the time between defects. When defects can lose the aircraft we must protect against this by

use of redundancy, this improves the integrity but, because we now have more components, it usually makes
the system less reliable.

Using round numbers, if we required the integrity of a system to be such that the probability of a

malfunction was 10- per hour and if w could design a simplex system to meet this requirement then the
mean time between defects would be 10 hours which tkoald be excellent.

However, if we can only make a signalling lane with a mean time between defects of about 1500 hours

then we would have to design a system which wo~ld operate until a third failure and so we would require a
quadruplex system. To meet the target of 10 /hour the quadruplex system would need to have a lane mean

time between defects of 1585 hours givinr e .otal for four lanes of 396 hours.

Table 1, which is only approximate, shows the relationship between redundancy and defect rates for

majority voting systems meeting an overall failure rate of approximately 10 per hour.
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No. of failures Required Lane Mean TimeType of System to lose contial Reliability Between

Defects

Simplex 1 10
-9 

/hr 10 9 bra

Triplex 2 1.82 x 1O-5/hr 18315 hrs

Quadruplex 3 6.3 x 10 /hr 396 hrs

Table 1

This table also shows the great improvement in component reliability which is required before the
amount of redundancy can be reduced. For example, in a quadruplex system, a tenfold increase in component
reliability would raise the mean time between defects from 396 to 3960 hours. An increase in reliability
of 34.6 times however, is required before the system can be simplified from quadruplex to triplex. At
the present state of the art, fly-by-wire actuation systems for military aircraft are being designed fortwo failure survival, it will be seen that appreciable improvements in reliability will be required before

that amount of redundancy can be reduced.

3. EFFECT OF AIRCRAFT CONFIGURATION ON ACTUATION REQUIREMENTS

When it is said that a system for military aircraft should be capable of two failure survival the
control surfaces must be considered as part of the control chain. Thus in the pitch axis, if there is a
single control surface, then the actuation system itself must have two failure survival characteristics.
On the other hand, if the aircraft roll control were to consist of two ailerons plus two spoilers, a lower
level of actuatio.i redundancy would be acceptable. Possible levels of actuation redundancy are given in
Table 2 below.

Axis Surfaces 1st Failure 2nd Failure

Pitch Tailplane Fail operate Fail operate

Yaw Rudder Fail operate Fail central*

Roll 2 Ailerons Fail operate Fail central

Roll 4 Ailerons Fail central

Table 2

* If the aircraft is such that it can be landed

without rudder in a reasonable cross wind.

The V.C.10, a large transport aircraft, has 4 ailerons plus spoilers, 3 rudders and 4 elevators,
and the actuation systems are each fail neutral. A fail neutral signalling system could be used with
such an aircraft with acceptable integrity.

Further consideration of integrity problems will be confined to single surface cases where the
actuation system must be fail operate, fail operate, because this is the most severe case.

4. CONSTRAINS3

If we are considering an actuation system which must operate after two failures we must consider any
two failures of any of the following

a) An aircraft hydraulic system

b) An aircraft electrical system

c) An electrical signal from a computer

d) An actuation lane.
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The layout of the system will depend upon the following

a) Number of hydraulic systems available.

b) Number of non-guaranteed signals from the computers.

c) Number of guaranteed computer signals.

According to the general constraints it may be decided to use

a) An actuation system where monitoring is by comparison of individual lanes.
(Majority voting)

b) A system where each lane is monitored individually.

At the present state of the art, secondary actuator systems are almost universally electro-hydraulic
consisting of servovalves driving small hydraulic actuators. Thus the number of hydraulic systems
available on an aircraft has a powerful effect on the layout of the secondary actuator system. For example,
a quadruplex actuator system with a separate hydraulic supply to each lane will fail as follows.

1st failure - 3 lanes vote against 1
Remove fauilty lane.

2nd failure - 2 lanes vote against 1

Remove faulty lane.

3rd failure - I lane against 1.

System uncontrolled.

Thus we have a 2 failure survival system.

However, suppose our aircraft has only 2 hydraulic supplies and each system supplies 2 lanes
of our quadruplex actuator.

Then we may have :

Ist failure - hydraulic supply failure - 2 lanes

become inoperative

2nd failure - a signalling lane - 1 lane against I

System uncontrolled.

Thus if we have quadruplex electronics and dual hydraulics some better method than the simple

quadruplex actuator must be used.

5. ELECTROHYDRAULIC SECONDARY ACTUATOR SYSTEMS.

The number of options open to the designer when choosing a secondary actuator system is bewildering.

For example, in 1974-5, Dowty Boulton Paul working in conjunction with Smiths Industries, and sponsored
by the Britisn Ministry of Defence, carried out a study of the problems of interfacing of computers and
actuators. In this work 144 layouts were considered and eventually reduced to 7. Out of these 7 only 2
are being seriously considered for aircraft but in the meantime, due to changes in technology, we are
aware of at least 5 other systems which did not appear in the 144. In this section we do not intend to
deal with vast numbers but only to describe some of today's more promising contenders. We list these

according to the number of hydraulic systems on the aircraft.

5.1 Four hydraulic systems.

Military aircraft are not likely to have 4 hydraulic systems unless they are large
transports. However, on smaller machines it may be that there could be 2 supplies for the
main flying controls and 2 back-up systems. These back-up systems could be variable delivery
pumps driven by electric motors so that in normal operation they supplied only the secondary
actuators but in emergency they could meet the demands of the main system. As shown in fig.lA

four hydraulic supplies allows the use of quadruplex avionics and quadruplex actuation. Fault
finding can be carried out by force comparison at the summing point which is at the level of
the control valves. With careful design there need be no connections between lanes until the
summing point.

$ I
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5.2 Three hydraulic systems.

Again the third hydraulic system may be obtaned from an electrically driven pump

and used to back up the main system where necessary. It should be noted that in all
layouts, no interconnection of the main hydraulic supplies has been allowed. Possible
solutions using three hydraulic supplies are showr in figures IB to IG. It will be seen

however, that only one of these, namely ID, can be operated with only 4 computer signals;
all other solutions require 5 or 6 signals. In this resptc~t, 3 guaranteed signals from 3
self monitored computers is classed as 6 signals.

There are two solutions using 5 signals. Ore of these, shown in 1E, is very similar
in layout but is a hybrid system in that actuator lanes 1, 2 and 3 operate on a majority
voting principle, whereas, 4, 5 represent a monitored system. This layout may appeal to
the advocates of dissimilar redundancy. It is also interesting to note that it is also
a failure absorption system in that it can survive two failures without pilot action but
only if actuator 4, 5 is more powerful than 1, 2 or 3- System 1C, also using 5 signals
is a more clear cut failure absorption system. Figures IB, IF and IG show layouts using
6 signals (or 3 monitored signals) differing largely in the way in which the hydraulic
supplies are run. lB and IF are shown using monitored actuators whilst 1G shows a majority
voting system. 1G can be used with monitored actuators if desired.

5.3 Two hydraulic systems.

Figures 2A and 2B show how It non guaranteed signals can be used with two hydraulic
supplies to produce a two failure survival actuation system. In each case, however, the
price is a large number of servovalves. In figure ZA, by using two quadruplex actuators,
one to each hydraulic supply, we have a system which will survive 2 electrical failures plus
I hydraulic failure and thus is a case of overdesigno. Figure 2B shows 4 non guaranteed
signals operating into 6 monitored actuators. A typical monitored actuator, say 1, 2 could
be one in which the actuator is driven by signal I and signal 2 is passed through a model
and then compared with the output of the actuator. Alternatively, signals I and 2 could
both drive servovalves. The sum of the outputs would then be used to drive the actuator
while the individual outputs would he used for monitoring.

In either case the philosophy of actuator 1, 2, is that if signals 1 and 2 agree the
actuator operates, if I and 2 disagree it is switched off. Examination of figure 2B
will now show that the system will continue to op#erate after any two failures.

Figures 2C and 2D indicate what can he done if i signals are available. These layouts

can be compared 2C with 2A and 2D with 21H. In th, first case the extra sig1nal has reduced
the number of secondary actuiitors by 2: in th(, second case I less monitored actuator is

required.

Three solutions are shown usinq 6 sigin ,, Figure 2E uses 6 unmonitored actuators on
a majority voting layout, fiqure 2G uses It monitored actuators and figure 2F shows a hybrid.
At first sight 2E seems to offer no advantagles ovr 2C but closer examination will show that

2E can be used as a failure absorption system whereas 2C can not. To illustrate this, if
there were to he a failure of sigjnals I and 2 in figure, 2C, three actuators out of five

would fail and unless these were switched out at h,, instant of failure the whole channel
would be out of control. In 2E however, loss of 2 signals still leaves It correct lanes which
will dominate the system. Systems 2F and 2G just meet the stipulated requirements. It
should be noted however, that in 2F it is essential that the monitored actuators are more
powerful than the unmonitored ones.

Figures 21H and 2J show methods of using 4 signals with not more than 4 servovalves.
It should be noted, however, that although in both cases the soiutions will survive
2 signalling failures or I hydraulic plus one signalling failure they will not survive 2
servovalve failures.

In 2H the technique is to pass each electrical signal through one coil of each
servovalve and to monitor the coil current. In this way 2 electrical signalling failures
can be tolerated quite independently of any hydraulic failures. The secondary actulator
outputs are then compared in pairs and any disagreement then results in a pair of actuators
being bypassed.

In 2J a slightly different philosophy is used, the four electrical signals are compared
and three good ones are taken to drive 3 servovalves. The outputs from the three servovalves

are compared by a majority voting technique so that one servovalve can be switched out after
a first failure but all are switched off on a second failure. This is not to say, however,
that these systems are not acceptable.
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5.4 Other factors.

In the previous paragraphs we have looked at many solutions which could be used,
all based on a minimum requirement of surviving two failures. The selection of a
system philosophy however, depends upon many other factors such as lane matching, weight,
cost, power consumption (hydraulic and electrical) and general reliability. There is,
in fact, no one solution to suit all aircraft.

6. RELIABILITY

Apart from obtaining integrity through redundancy as described in section 5 the actuator

designer, like the avionics designer, is concerned with providing equipment which requires a
minimum of unscheduled maintenance. The flying control actuator manufacturer collects information
on defects occurring in service and breaks these down in to categories such as dynamic seals, static

seals, pipes etc. From this information he is not only able to predict the defect rates for
proposed new designs but is able to pick out black spots for remedial action. One of the major
defects in simple hydraulic rams is leakage and here the designer may have to improve the sealing
characteristics by changing seal materials, changing geometry, or improving the surfrce finish of
sliding parts. When a highly redundant secondary actuator system is introducedbec ase of the
redundancy, there is an adverse effect on defect rates. To illustrate this the table below indicates
the percentage contribution to defect rates of various parts of an electrically signalled actuator.

Tandem ram, control valves,
bypass valves and
stabilisation system - 32%

Servovalve & solenoid valves - 45%

Secondary actuators - 3%

Transducers & connectors - 20%

100%

This indicates that in order to obtain sufficient redundancy of the secondary actuation
system we have increased the defect rate by 200%. The bulk of this increase is in solenoid and
servovalves and so elimination of those items would allow a major increase in reliability. This
is becoming feasible and is discussed in section 7.

7. FLY BY WIRE USING LARGE TORQUE MOTOIIZ

7.1 Historical.

Shortly after World War I1 one of the methods used for controlling hydraulic power by
means of electrical signals was to use a torque motor to operate a miniature hydraulic valve.
A typical torque-motor would have a peak consumption of about 2 watts of electrical power and
would weigh about 300 gms. Torque motors of the Law's relay type were used in missiles for
autostabilisation in aircraft and on the Tay engined Viscount which in 1957 was the first
aircraft to fly controlled by electric signals. At the present time the Buccaneer, V.C.10
and Jaguar are using torque motors in this way.

The electrohydraulic servovalve had the avantage of only using about 50 milliwatts of
electrical power which was an important factor at the time bearing in mind the state of the
art of amplifier design. The servovalve was competitive in size and weight, the whole
valve being smaller than the torque motor alone, but it did consume an amount of hydraulic
power, say the equivalent of 350 watts in a 3000 psi system.

The use of torque motors, or force motors, in fly by wire actuation systems is being

considered with renewed interest because of the following factors

a) With increasing numbers of servovalves being used , hydraulic power
losses can be 10 kilowatts per aircraft.

b) With the advent of new magnetic materials, torque motor efficiency
can be improved.

c) Developments in electronics mean that high output amplifiers are now
feasible.

d) Because of the basic simplicity, torque motors offer a chance to
improve reliability.

e) Increased redundancy can be obtained by increasit.g the number of
windings which involves a very small weight penalty.
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Studies at present indicate that for a simplex system a torque motor/valve system

is not competitive with the equivalent servovalve system. But, in say a quadruplex

layout, a large torque motor can be competitive with four servovalves and their actuators

especially when the hydraulic power and cost is taken into consideration.

7.2 Torque motor designs.

At the present time there are three designs of motor being considered,

a) The moving iron torque motor.

b) The moving iron torque/force motor.

c) A moving coil force motor.

Consideration is also being given to other designs and also to stepper motors but it

is felt that these require more development.

7.2.1 WThe moving iron torque motor.

A section through a typical torque motor is shown in fig.3A.
The magnetic circuit shown by solid lines and arrows acts as a magnetic

centring spring to give basic stiffness. Passing current through the coils

gives rise to an asymmetric magnetic flux as shown by the dotted lines and

arrows, As can be seen, this second magnetic flux neutralizes that from the

permanent magnet on one side and reinforces that on the other side thus
applying a torque to the armature.

7.2.2 The moving iron torque/force motor.

This is shown in fig. 3B and it will be seen that this is a large
version of the electromagnetic part of a flapper nozzle servovalve.

Although the armature effectively rotates, the mechanical output is

linear which is useful for driving a linear valve.

7.2.3 The moving coil force motor.

This is shown in fig. 3C. It will be seen that a coil moves

axially in a samarium-cobalt magnet and again the output is suitable
for driving a linear valve. This motor has the advantage that there
is no iron circuit to saturate and so very high outputs can be obtained

for a short period of time.

7.3 The effect of torque motors on system layout.

The use of a large torque motor allows the designer to choose his system philosophy

without considering the number of hydraulic supplies availablc. The main consideration

becomes the number of signals available from the computers and whether these are monitored

and if it is intended to detect and remove failed signals.

7.3.1 Five computer system.

Five is not normally a popular number in aircraft but if the state of

the art is such that we wish to survive two failures and we also wish to
avoid the complication of selecting out failed signals then five is the
minimum number of non-guaranteed signals acceptable. That is

Ist failure - four signals overcome one

2nd failure - three signals overcome two.

The worst case is when the two failed signals are hardovers in the same
direction. If they are in opposite directions, or if one is a null failure

(e.g. due to loss of an electrical supply) then the system may well survive

a further fault.

Figure 4A indicates such a system. Although this philosophy requires five
independent signals which may mean five computers there is now no need for any
switch-out mechanisms andf. in fact, no need for any form of failure detection

in flight unless a pilot warning is required. If failure indication is a

requirement this can be done by comparison of torque motor coil currents and

this could be used in a ground checkout procedure to detect dormant failures.



18-7

7.5.2 Four computer system.

With a four computer system it is necessary to remove failed lanes
as they occur and so it is essential to compare coil currents and to
introduce some form of disconnect mechanism. It should be noted that coil
current comparison can be used to identify overall failures, be they in
torque motor, computer or sensors. A typical system is indicated in fig. 4B.

7.3-3 Three computer systems.

In a three computer system the first fault can be isolated by cross
comparison of lanes (majority voting). To isolate the second failure, however,
requires each of the two remaining lanes to be checked independently. This
amounts to each lane having a good self checking facility. It is for the
computer designer to decide how this can be achieved; in the ultimate it could
amount to a 6 computer system but certainly serious consideration has to be
given as to when 3 self checking computers become more complex than a
quadruplex majority voting system. A typical layout is shown in fig. 4C.

7.4 Monitoring of torque motor systems.

Although the diagrams 4A, 4B and 4C show a single torque motor it may well be that
for layout convenience, two motors are used. In either case it may be desired to feed
all coils individually as shown in fig. 4D. In this case monitoring is by comparison
of all eight coil currents but the coils are disconnected in pairs.

8. SERVOVALVES VERSUS TORQUEMOTORS.

In section 5 it was shown how, using electrohydraulic servovalves and secondary actuators,
the system was very dependent upon the number of hydratilic supplies available. In section 6 it
was indicated how the electrohydraulic valves made a large contribution to the defect rate. As
shown in section 7, the use of one or two large torque or force motors frees the designer from
the constraint of hydraulic supplies and allows an easy interface between electronics and
hydraulics. It also is a rugged device with a low defect rate.

On the face of this it could be asked why servovalves should be considered but as usual
there are two sides to the story, servovalves require less drive current, have a better frequency
response and also, with a servovalve-secondary actuator system there are much larger reserves of
power to overcome any tendency to seizing in the main control valves.

To summarize:-

Advantages of torque or force motors.

- Simple

- No waste of hydraulic power

- Interface with electronic systems simplified

- Relatively cheap

- Reliable

Advantages of servovalve - secondary actuator systems.

- Low electrical power required

- High response

- Ample force for main valve drive

- Compact

Studies so far show the torque motor once again becoming a serious competitor to the
servovalve. But there is no doubt that the designer of actuation systems will be faced with
many 'trade off' decisions for a long time to come.
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9. TERMS.

The following terms have been used in the preceding paragraphs.

a) Channel.

A channel is the complete path of signal communication
for a control.

b) Lane.

A lane is a sub-channel. For example, a triplex channel
would contain 3 lanes.

c) Primary actuator.

This is the power actuator which drives the control surface.

d) Secondary actuator.

This is a small actuation system designed to drive the primary
actuator control valve.

e) Failure absorption system.

A multiplex system which will continue operating after the
stipulated number of failures without removing any failed lanes.

f) Failure rejection.

A multiplex system in which failed lanes must be detected and
switched out before a further failure occurs.

g) Comparison monitored.

A system where the outputs of the different lanes are compared
(majority voting).

h) Lane monitored.

A system where each lane is monitored independently of other lanes.
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AS PERMANENT MAGNET N

(A) MOVING IRON TORQUE MOTOR

(a) MOVING IRON TORQUE'FORCE MOTOR

(CI MOVING COIL FORCE MOTOR

FIGURE 3. TORQUE MOTORS
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IMPACTS OF TECHNOLOGIES SELECTED ON THE RELIABILITY

AND OPERATIONAL AVAILABILITY OF EQUIPMENTS.
COST CONSIDERATIONS

J.M. GIRARD

M. GIRAUD

Electronique Marcel DASSAULT
55, Quai Carnot - SAINT CLOUD

FRANCE

S LUt-LARY

This paper aims to propose a simple way allowing the manufacturer to appreciate the merits of

technological variants through a single criterion"V",once an equipment baseline version has been designed

and quoted.

To do that, submodels and transfer ciefficients are needed to approximate globally the evolution

of effectiveness parameters (like reliability, maintainability) and those of acquisition cost. Also to have

an idea about how unit cost of hybrids and custom designed LSI versions compare, according to serial length

and in relation to a conventional (D.I.L.) one.

This exercise was undertaken at Electronique Marcel DASSAULT and centered around objective compu-

tation of "V" factor for three different types of avionics (airborne digital computer, Doppler navigational

Radar and search and rescue beacon) each one being considered in three versions. Results are given hereafter

for appraisal.

I. INTRODUCTION

At proposal stage, the equipment's conformation to a required need, induces careful trade-offs

selections between the - often antagoniscic-Lonstraints of the specifications such as : weight, volume,

performance levels, power consumption, reliability on mission profile, safety factors, operational

maintainability, time delays for development and so on. Once settled upon moreover, the design should fit in-

to a minimum financial envelope, relative to other bidders or to a fixed budget.

Equipment's adequation restricted to the single matching "unit cost-performance" is no longer

acceptable if it is intended for a long period of use, because such obtained reliability is no more than a

mere statement of fact - making life bitter, later on, for the customer.

Obviously it is in the initial technological choice that concordance of the design to the spec's

constraints shall (or not) find a solution in a concrete form. Therefore it seems necessary to provide the

decision maker with an evaluation "tool" which permits the most objective selection among possible techno-

logies for his particular problem. That means :

- setting a synthetic criterion basis on which all parameters have been accounted for,

- predetermining the transfer's consequences from a conventional technological reference version

(I.C., discrete components) towards more sophisticated ones - like hybrids or custom designed LSI - merely

with reliability, maintainability and cost submodels.

We shall examine :

- the methodology used for "V" factor quantification,

- approximated transfer formulations of the parameters,

- some examples of application,

- and finally what results one can expect of this approach, as well as the present limits and what

work imains to be done for improvement.

2. METHODOLOGY TO CHARACTERIZE THE VALUE "V" (Cost Effectiveness) OF A SYSTEM

The classical form of "V" is due to W.S.E.I.A.C. (I), it states

V . A.(R) .(P) .W(

Where V is a scalar of dimension Probability of effectiveness/cost unit.
T' line vector. Availability related to the n possible states of the system

(R) square (n x n) matrix :dependability of the n states (conditional reliability)
(P) (m x n) matrix Probabili~y of m performances acquisition from the n possible states

~'column vector weighting of the m performances
Sline vector of different coats (acquisition, spares, maintenance gear, operational cost, etc.
column vector :weighting of S terms.
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Formulation of equation (I) requires some simplificaticns, if we wish to use it practically for
comparative approximation purposes. It needs, above all, submodels of prediction to weigh in time the con-
sequences of an eventual choice.

The following remarks are Cay tie sake of simplification.

2.1. Pertinency at equipment level : expression of "V"

First, (R) - matrix of dependability - can reduce to scalar R (Reliability) if the three following
conditions are met

a) the equipment has exclusively one of two states (good/no good)
b) it cannot be repaired during mission time
c) it is good at the start of the mission

A great deal of avionics - taken separately - belong to this type of device (no possible reconfigu-
ration)or can be broken down to equivalent "boxes" of this class. They are also fitted with a self contained
built-in-test facility which allows comprehensive checking before take-off. In this case of "serial" type of
structure the availability steady state value yields further simplification to :

A = MTBF and when it is agreed to consider a probability of performance (i.e acquisition of a signalMTBF+MTTR
S, in given signal/signal + noise conditions)or a synthesis of performances expressed on a mix, then (P)
also comes to a more tractable scalar form : P.

NB : If performance acquisition is not written in term of probability, one can always express the capabili-
ty level by a dimensionless ratio (percentile) relatively to an ideal reference that shall be attained
in foreseeable future (when t I or if the number of trials t ). Such a normalized P is homogeneous to
a probability.

Last, the denominator of "V" shall figure the cost of ownership over the equipment's life cycle,
but cost conversion through I coefficients of weight, volume, power consumption parameters is not necessary
here. At equipment level these variables ought to be treated as performances like stated above. So it
resumes to acquisition cost CA and planned life expenditures C E(t), both normalized to the reference
version.

We shall reckon up the probability of mission effectiveness E (t).

E (t) = R (tl) . A . P (2) where t I is mission time

the normalized cost Cg(t) over the life cycle t2

Cg(t) = CA + CE (t2) (3)

the pertinency V (factor of merit) : mission effectiveness per life cycle
cost units.

V = E (t)
Cg (t) (4)

"V" is the criterion on which should be assessed the decision ; when "V" is maximum the technology
chosen is the best for the required need. One notices that normalizing the denominator to the reference
version infers that "V" is not a probability anymore.

2.2. Problems related to acquisition of the transfer coefficients

2.2.1. Reliability

Reliability can be approximated in some "global" manner, once a standard set of circuits has been
selected in which integral technological transfer is feasible for X ratios computation from MIL-STD-HDBK
217B models. Those will be applied to the particular equipment baseline.

Unfortunately there are no such models or sufficient data available yet for storage failure rate
prediction of hybrids or LSI, so no A ratio is given in this case.

Transfer coefficients have been worked out from a Mixed Set of Schematics called MSS which single
finality is to provide entirely convertible circuitry - logical and analog - from conventional to hybrids
or LSI monolithic types on hybrids.

Therefore

- MSS should present similar performances whatever the version.

- In fact it has none definite, as an equipment.

- No general relationships other than A ratios can be derived out of it because maintenance of such
"equipment" is irrelevant and unit's cost ratios would restrict to some arbitrary production rate.

The reliability transfer coefficients are simply :

- AMSS version A MTBF MSS version B/C/D (5) A is the failure rate
AMSS version B/C/D = MTBF MSS versin A I
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Where A is the conventional technology (discrete components or SSIAMSI on printed boards)
B is encapsulated thick film hybrids (capacitors chips, transistors and IC dies)
C/D are custom designed LSI monolithic chips (bipolar and CMOS respectively)

K has been computed for temperatures ranging from 300 to 110°C (with 200 increments) in 4 typical
environments of MIL-STD-HDBK 217B. Hybrid model used is from March 78 revision.

5 different values of K are given each time, they allow computations of Reliability transfer from:
logical A to B, C or D versions and linear A to B or C versions.

Table I - sums up the results - and the graphs I to 5 - provide for interpolation if necessary.

2.2.2. Maintainability

The MTTR of an equipment is a more difficult variable to forecast than MTBF, because it is not
only a function of the equipment structure but also of human intervention ; often it applies to specific
cases where data is lacking : Maintainability being tightly related to the logistic itself, to the modula-
rity achieved, to the type of servicing and the applicable degree of MIL-STD-470, etc ...

Therefore

- Availability in its asymptotic form - MTBF/(MTBF + MTTR) - is partially derived from the predic-
ted reliability but transfer coefficients over MTTR cannot be found so easily : they depend on what is
exactly the maintainability concept we are interested in. Is it just the time for technical repair ? Or does
it include the consequences of the maintenance strategy ? (stocks size, servicing facilities, manpower needed
and so on).

In our case - military equipments - due to a particular maintenance structure, the technical part
of MTTR is of second order compared to other time contributions (administrative, transport, etc ...) when
repair has to be done by the manufacturer.

Anyhow the maintainability M transfer coefficient is with the usual notation,

M version A M1TTR B/C
M Eversion B/CA MTTR A (6) p is the repair ratepversion B/C MTTR A

2.2.3. Costs

Costs are function of the present time, the manufacturer's know-how etc ... So we emphasize that
all cost coefficients shown on slides are merely for illustration purpose and may in no circumstances been
applied elsewhere, although they can be calculated in a similar manner by other manufacturers with their
own references.

In addition there is no attempt to modelize C (t) from a reference version directly, not knowing
what the maintenance policy is going to be. So models 5eal mainly with acquisition cost CA covering : the
design phase, the development phase and the production phase.

Only the last one brings a cost that can be partiaily forecast in a similar manner as K, once
sufficient statistics have been accumulated over the different technologies. Transfer of development costs
can only be expressed in terms of differences a ; not by coefficients.

Transfer of design costs is a matter of hazard. It is essentially dependent on the technical
quality of the teams involved, so we shall take it as a constant in the model.

We now come to the submodels.

3. EFFECTIVENESS SUBMODELS DERIVED FROM A TECHNOLOGICAL BASELINE VERSION

3.1. Reliability

We suppose an identical Reliability "tree" between versions and assume the previous failure rate
knowledge of the conventional one ; so we know A and we want to approximate what would be X B for
instance.

In the general case the equipment considered is not entirely convertible from conventional to
another technology, so

the equipment's designer will define in the items list

- the envelope of the non hybridable remaining componen' :a
- the envelope of those that disappear (if any)
- the envelope of new components which will appear (if any) : Y

the reliabi'lity engineer can then derive A, and Xy and then calculate with the K table

AB = )+ + 7KII
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NB
-the term A - (AaKI + figures the contribution of hybridable part to the total B

• equation (7) is the simpliest form applicable : that is for example if the entire design is from logical
type. If not, one should just add to (7) a similar expression with K4 at the denominator, to take
care of linear parts.

* the K factor provides for a 100C internal temperature increase in hybrids logic and a 20C internal
increase for analog type.

* the K factor given assumes : a mean density of 20 dies (transistors and ICs) and 5 attached components
for a ' x ' alumine substrate with 42 I/O leads max in a logical type or,

a mean desity of 80 components in analog case (60 % thick film resistors,
20 % chips capacitors and 20 % IC, transistors and diodes) on same size substrate.

All hybrids have 'TQ - 2 (just under MIL-STD-217 B level B) ; elsewere level C.

In version C or D (LSI) the electrical schematic will be very different of course, but nevertheless
the approach remains the same using K2 or K3 at the denominator.

In this case (logic diagram) the K factor assumes : 4000 transistors CMOS integrated on a 20 m m2
chip with 60 1/0 available or 1000 bipolar on a 20 mm2 chip with 40 I/0.

For linear type, integration will be of the order of 120 bipolar transistors on a 10 mm2 monolithic
chip with 32 I/O. Then K5 shall be used.

In the Large Scale Integration process of logical circuits, we consider as a corresponding basis
relatively to conventional ICs, the following ratios

Logical Function Conventional IC (T2L) LSI (CMOS) LSI (bipolar)

N inputs Nand Gate 4 transistors 2N transistors 3 transistors
N inputs Nor gate 2(N + 1) transistors 2N transistors 4 transistors
D Flip Flop 24 transistors 34 transistors 18 transistors
J-K Flip Flop 32 transistors 36 transistors 27 transistors

3.2. Availability

At paragraph 2,2.2, we take the asymptotic form of A, using a similar approach we find out what A
becomes in a transfer process, once the conventional MTTRA is known and the predicted MTBFB/C given by (7).

We state that the new MTTRB/C results from 2 parts :

- One has for origin the repair time due to the non hybridable (or non integrable) remaining com-
ponents of failure rate A a . Its corresponding MTTR is approximated by the original MTTRA to the propor-
tion X:a / X

- Similary, the second part of MTTRBC originates from the design evolutive portion. We also
assume a proportionality factor to the failurI rate.

TIi' gives :

KA + XA 
a

+ )
K _/ _ = y

y is the weighing coefficient for the evolutive MTTRB/C

Then if M is known somehow

MTBF MTBF B/C (8)

B/C 
+ 
MTTRA ( " 

y 
" M)

applicable if MTTR variations are due to technical reasons only (modularity, automatic testing, etc ... )

and not if stocks size are involved or other parameters.

We also point out that if technical repair times are of second order relatively to transport/
administrative delays, we can assume then M - I and use (8) for a reasonable approximation.

NB For comparative evaluation of "V" factor it is sufficient to state an arbitrary value of A per

mission (say 90 or 99 %) and infer the number of spares associated with each version for cost computation
- see paragraph 4.2.2.-

3.3. Performance

The problem restricts to selection and normalization of the proper mix for transfer computation
(see paragraph 4.1.)
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3.4. Cost submodels derivation

The acquisition cost is an investment, the exploitation cost is the return on investment. Figures
7 and 8 schematize the cost problem. We notice that acquisition cost CA defines the ordinate at time's
origin of the life cycle cost Cg(t).

For the supplier, whatever the equipment version , total expenditure over the manufacturing process
should write

e 01 +(C2 +C 03) + (9) with Ct Cost of design phase

C 0 2 - Cost of development phase

C - Cost of production phase
03
T - Time varying index

NB C03 - N.Cu if N units are to be ordered.

From internal cost statistics collected at EMD on likewise applications predictions submodels were
derived for estimation of development cost differences 1 and production cost ratios p suitable to
versions B and C when version A was defined.

giving + (C C'fi{ (0
C'e Cot + 02 + AC 0 2) + P C0 3  (10)

Obviously the method aims mainly to approximate tendancy for rapid appraisal of cost brackets
rather than precise statements ( A and p data relates to a particular time : 1977). So models validity is
subject to constant evolution. Nevertheless they brought satisfactory results when applied to electronics
of similar type that excludes at present high power circuitry or microwave filters and amplifiers.

3.4.1. Development cost differences

They are given in terms of proportions to man-hours and outlays expressed in financial units on
such contributing parameters as

• electrical parts (hybrids or LSI chips) : ACt
multilayer printed boards : AC2

. design and implementation of automatic testing process : AC3 see slides

. inner interconnection : AC4
* engineering of mechanical envelope : AC5

3.4.2. Production cost ratios

The reference technological version is based on discrete components and Dual In Line ICs. The
oroduction cost of a variant shall be the sum of the almost constant part of the cost (ie = mechanical
components acquisition, wiring and assembly of cards, quality control inspection, intermediate and final
testing, packaging and shipping, etc ...) and of the evolutive part contribution namely given by cost
ratios of

• electrical parts (hybrids or LSI) : PCI
multilayer printed boards : PC2 see slides

. inner interconnection : PC3

As an example of unit cost ratio brackets prediction see fig. 6. Where 3 versions have been plotted
versus serial length. The B and C cost ratios were all along normalized to the production cost of the DIL
reference version, which remains then equal to one.

3.4.3. The time problem, restimation

When contemplating C or D variants for development and production, it is essential to foresee what
kind of time delays are involved. They might be inconsistent with the required procurement deadline.

As an example we consider as optimum the following time schedule where the upper t axis is the
designer's time table and the lower one the LSI chip manufacturer's time table.

test and tests assembly
O0giait pec. drafting wait

b - t
exchange of 2 weeks 2 weeks

informationsII

0wait wait start of
diffusion diffusion production
5-6 months 5 months



The experience proves that it is very likely that some modifications occur between diffusions of
model A and B, this implies a shift of about three months in the time schedule. So

• if the schematics are good II months < T < 12 months
* if one more diffusion is needed w 15 months
• if other "snags" happen : 18 months

fig. 6 - shows what are the cort brackets induced by such rework when needed in versions B (hybrids) or C
(LSI). Shaded area.

3.4.4. Exploitation Cost C (t)
E

It is a time variable function. It covers fixed and recurring costs associated with maintenance and
utilisation of the equipment over its life cycle. No model is given for transfer comparison because it is
essentially dependent on the maintenance policy chosen. The number of spares are computed through Poisson's
law if the equipment is not subject to wear-out (then it has a constant A like most electronics) generally
speaking variants with high percentage of LSI chips exhibit lower operating costs than others if modules
size has been optimized to allow a discard policy. Encapsulated hybrids can be repaired eventually, but a
very limited number of times - if it is worth it -

4. APPLICATION OF THE METHOD

Among three avionics presently designed or produced at EMD, three different technological versions
were imagined in each case.

The aim being twofold

- appreciation of the technological impacts related to the choice through "V" factor evaluation by the
E.P.A.C. system (2)

- comparison of acquired results, via this comprehensive computer assisted method, to those given by the
predicting models described earlier. That is through a selective "global" application of the transfer
coefficients onto the known reference baseline.

Of course none of the variants considered here is an "off the shelf" existing type ever produced
at EMD. They are solely designed for comparative purpose along the exercise.

4.1. Equipment characteristics for V evaluation

Their technological composition is briefly summarized on tables 2, 3 and 4.

4.1.1. General purpose digital computers

- Word format is 16 or 32 bits. All versions features the same set of instructions (120) although
execution time varies from one to another. Core memory size has been reduced here to 8 K words whatever
variant.

- The reliability organization presents no redundant sub units. Life time t2 profile assumed is
25C Storage ; ground fixed 89.6 % t2

70*C Operation ; ground fixed 6.2 % t2 t2 = 10 years
70*C Operation ; aircraft inhabited zone 4.2 % t2

- Flight time per mission ti = I hour

- For V factor evaluation availability is set at 99 %, but also computed separately via EPAC and
submodels for comparisons over 20 equipments.

- Functional structure is the following

A.L.U. (Arithmetic and Logical Unit) 2 accumulators and 16 adressable registers, data exchange
is through buses R, S, T (16 bits)

Control unit (microprogrammable) includes a 1024 words memory command, the mappers and rythming
device.

Core memory capacity is 8 K (16 bits words + 2 parity bits) address system allows for 64 K
extension.

I/O unit exchanges parallel 16 bits data with ALU and through serial redundant buses with
peripherals.

Power supply DC-DC regulated converter isolating the computer supply from the 28V aircraft
mains which are under permanent survey for interrupts generation in case of power failure/
restore.

- Performances : the efficiency of the computer is currently defined on a standard "mix" which
assumes a fixed percentage of drithmetic kilo-operations/sec. (for a given memory size) this performance
is P1.

As in that case, memory is constant and implemented in the same technology (cores), the memory
volume has been replaced by the computer's physical volume defining performance P2.

Also, as we are unable to account for the electrical power consumed in operational cost evaluation,
this parameter has been assimilated to a performance P3.
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Therefore the cost effectiveness (V) has been computed through successive normalization of the
performances and cost parameters relative to version C using P1, P1 x P2 and P1 x P2 x P3 as performance
factors, if so desired. See table 5.

4.1.2. Radars

Transmit and receive Continuous Wave (C.W) in Ke band (13.325 MHz)

- Flight time / mission t] - I hour

- Same life time profile t2 as computers but flight environment is uninhabited zone 60°C

- Same reliability structure - serial

- Availability fixed at 99 % for V evaluation, but computed separately for comparison by EPAC and
submodel 8 (see paragraph 4.2.2.) over a 20 equipments set.

- Performance is expressed by successive account of parameters normalized to version C such as P1:
probability of aberrant speeds detection when flying over quiet sea.

P1 x P2 : PI x weight

P1 x P2 x P3 : P1 x P2 x power consumption

- Functional structure :

Basically designs of version I and 2 are similar but version 3 features a completely different
approach.

Aerials : 2 separate side by side fixed antennas of Y configuration for transmission and
reception of 3 simultaneous beams (versions I and 2) or sequentially along those axes (in
version 3)

Microwave sources : version 1 has 2 crystals plus separate frequency multipliers channels
(varactors) for front beams (13.325 MHz) and rear beam (13.314 MHz).

version 2 uses 2 Gunn diodes as references on same frequencies,
version 3 features only one 13.225 MHz channel, the beams being sequential-

ly transmitted and received.

Signal processing : needs 3 separate channels in version I and 2 but a single sequential
processing unit in version 3 via a Fin diodes commutator ; the number of components attached
is drastically reduced. Moreover data is then processed in two phases : linearly first then
numerically through a fast microprocessor (type 10800). This reduces again the number of items
and consequently acquisition and operational costs (through the better reliability figure). It
also draws some significant differences on weight and power consumption performance parameters.

Therefore on this equipment."V"factor should be quite different according
to variants considered

Application of predicting models based on a
reference version is much more dubious.

4.1.3. Beacons

Transmit and receive phone-modulation over 2 separate channels (243 and 282.8 MHz) but main purpose
is transmission of beacon type modulated signals on 243 MHz. Those beacons being normally used in critical
situation, life time profile is quite different from other equipments. We considered

25*C ground fixed ; storage 95.9% t2
25°C aircraft inhabited ; storage 4 % t2 t2 = 10 years
25*C test time on ground fixed 0.1% t2

- Flight time per mission tl - 1 hour (storage)
- Reliability structure - serial
- Availability fixed at 99 % for V evaluation
- Performances evaluation has been restricted to comprehensiveness of the built-in self test used

before take-off (for security reasons). The characteristics of the test parameters are
the following (in relative importance) with version C as reference for normalization
Beacon transmission parameters

Power transmitted : 33 %
F. stability : 33 %

* Modulation depth : 33 % P1

Phone reception parameter :

Sensitivity : %

This time, design of version I differs from 2 and 3 (which are identical except for technological
considerations).

In version 1 frequencies are derived through 2 stages of crystal source multipliers ; in the
others, source signals are divided at a phase locked VCO output through a referenced comparator.

esThis discrepancy has drawn problems in using the predicting models ; but V biasing isinsignificant this time, regarding versions B and C, relatively to each other.

Results of V factor evaluation are presented on table 5.
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4.2. Comparisons of parameters evaluation via EPAC and the models

They are restricted here to specific cases where the use of transfer coefficient from the reference
version makes sense. That is if the design is unaltered from reference to variants (apart from technological
"fall out").

We shall therefore mainly use the computer example.

4.2.1. Reliability

In the case of computer variant B (hybrid) using EPAC results of reference A (conventional)

* Reliability of power supply unit has been predicted within + 3 % of EPAC's value B in all
environments, using K4 coefficient and model 7.

. Reliability of arithmetic and logical unit has been predicted within + 5 2 in all environments,
using KI coefficient and model 7.

Reliability of Radar version B could have been predicted by the model but this was not worth it,
because percentage of hybrids was too low.

Reliability of hybrid or LSI beacon version had no homogeneous reference to use. It was also
concerning storage conditions with no possible transfer.

4.2.2. Availability

Availability of a 20 computers set was computed through EPAC for a given number of spares

Version A Version B Version C

Spares number 12 If 9
Availability 0,990 0,995 0,994

Using MTTRA result given by EPAC and setting H coefficient equal to I one finds with model 8.

Availability 0,990 0,992 0,993

For 20 radars we found by EPAC.

Version A Version B Version C

Spares number 10 5 4
Availability 0,998 0,998 0,999

Using MTTRA result given by EPAC and M coefficient equal to I in model 8.
Availability of versions B and C comes to 0.9989 and 0.999 respectively.

4.2.3. Production cost

Using the various p cost ratios mentioned at paragraph 3.4.2. (on electrical parts, multilayer
printed boards and inner interconnection) we tried to find out the production cost of the hybrid version B
of the computer's I/O section, control section and arithmetic and logical unit (ALU), knowing the cost of
the reference version A.

NB : This represents over 50 % of the total (core memory was nopoint,being invariant).

The parameters of the reference were :

Electrical parts (539 DIL + 226 transistors + 18 PROM) 215 financial units
5 (285 x 140 mm) 8 layers printed boards 200 financial units
5 interconnections 6 financial units

We determined by the submodels : the number of hybrids modules assuming a mean density of
20 dies per module.

(539 - 18) + 225 1 37 (i' x I") hybrids
20

the number of printed boards(same size) and the number of layers per board assuming 4 hybrid
modules / usable dm2 for an 8 layers board.
In this case usable board surface is 3 dm2 giving 12 hybrids per 8 layers board. So 3 cards at least are
needed 2 eight layers and one 12 layers to take account of the remaining non integrable components (18
PROM + some capacitors).

Interconnection is invariant for 8 layers boards (I connector/card) but we shall use 2
connectors on the 12 layers board.

Then using the adequate p transfer coefficient we found.

CI electrical parts 215 x 0,73 - 157 financial units
200

C2 8 layers boards 200 x 2 = 80 financial units (40 F.U./board)

12 layers boards I x 4 x 2.25 - 90 financial units
4 !

C3 interconnection 6 x - - 4.8 financial units that is 1 = 332 financial units5
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Which is 5.5 % lower than the exact production price standing at 351 financial units

NB The slight error is mainly due to application of p Cl coefficient (.73) to the total of electrical
parts where in fact the 18 PROMS are not hybridable components.

5. CONCLUSIONS

At first sight V results seem to be merely dependent upon performance and cost parameters ; this
is partially due to the relatively short time / mission(tl) considered ; also because availability was uni-
formly set at 99 Z. But this is only apparent since ITBF figures determine in each case the number of
spares needed over t2 therefore the exploitation cost CE (t2). If we had to estimate V for a synchronous
satellite (for which t2 - ti) then the reliability parameter should be much more contributing at the nume-
rator than at denominator, where repairs are irrelevant in this case. So V is quite a flexible estimator

for the decision maker.

As regards to the predicting models, it appears that satisfactory results cau be encountered if

the basic principle of the design remains roughly unaltered by the transfer ; if not, distortions will
obvicusly occur.

But they provide a helpful time saving if the proportion of technological evolution is high and
when no computer assistance is available for evaluation.

Lasi we do admit that lack of HTTR transfer coefficient might restrict application of availa-
bility model to specific cases, also that statistical asset underlying K coefficients would improve with
further work on storage failure rate prediction.
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TABLE I

Type of Environment Ratio 10
°  

30* 50 70' 90 110*

K I 2.6 2.12 1.63 1.17 0.88 0.74
K 2 3.86 3.31 2.79 2.22 1.83 1.59

Ground fixed K 3 5 3.81 2.4 1.27 0.75 0.41
K 4 2.59 2.33 2.09 1.74 1.67 1.76
K 5 1.96 2.04 2.08 2.08 2.06 2.09

K 3 2.88 2.6 2.02 1.42 0.96 0.67
K 2 5.17 4.77 3.95 2.95 2.12 1.56irat K 3 7.31 6.2 4.16 2.26 1.13 0.59
K 4 2.63 2.36 2.01 1.64 1.43 1.43

K 5 2.48 2.58 2.6 2.52 2.32 2.17

K I 2.88 2.63 2.08 1.46 0.97 0.67
K 2 4.53 4.23 3.61 2.83 2.07 1.54Airat K 3 6.02 5.33 3.95 2.43 1.32 0.72
K 4 2.46 2.24 2.06 1.83 1.71 1.71

K 5 2 2.11 2.18 2.22 2.2 2.16

K 1 5.21 4.61 3.56 2.38 1.46 0.9

K 2 8.4 7.67 6.41 4.78 3.25 2.16Missile or satellite
leuorhK 3 11.33 9.84 7.26 4.44 2.37 1.23

K 4 4.25 3.96 3.37 2.65 2.06 1.74

K 5 3.61 3.61 3.53 3.32 2.98 2.62

KI - AMSS LOGICAL A /AM&gS LOGICAL B - conventional,..conventional on hybrid
Digital K2 - AMSS LOGICAL A /AMSS LOGICAL C = conventional--_bipolar LSI on hybrid

K3 = AMSS LOGICAL A /AMSS LOGICAL D = conventional -. MCOS LSI on hybrid

K4 - AMSS ANALOG A /AMSS ANALOG B = conventional--.conventional on hybridLinear K5 = AMSS ANALOG A /AMSS ANALOG C = conventional.bipolar LSI on hybrid

TABLE 2

COMPUfERS

ITEM LIST Version A Version B Version C
Discretecomponents_ Conventional hybrids Hybrids and pP
.Discrete components

Transistors, diodes, capacitors,
Rgsistances, etc ... 1790 580 460

MSI/SSI DIL (log/analog) 618 68 87

PROM 18 34 32

Multilayer boards (main) 7 5 5

Connectors 12 12 9
-Hybrids (1" x 2") 0 43 36
-micro processors 0 0 8

Cores (8K memory) 131.072 131.072 131.072

Mechanical and electrical characteristics (performances)

Volume (in liters) I1 9,4 7,7

Power consumption (in Watts) 140 120 110

Computation speed (us) 16 bits 32 bits 16 bits 32 bits 16 bits 32 bits

Addition (simple and double length) 4.8 7.2 2.4 7.5 2 6.25

Multiplication Floating point 15 46.8 7.2 17.1 6 14.25

Division 18 48 8.4 18 7 15
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TABLE 3

ITEM LIST Version A Version B Version C
Conventional Hybrids Hybrids and lP

Discrete components 2200 1600 600

Hybrids (2" x I") 0 4 4

Micro processors 0 0

Mechanical and electrical characteristics (Performances)

Volume (in liters) 27.2 27.2 16

Weight (in kg) 16 14 10

Power consumption (V.A.) 180 120 80

Detection of aberration (estimated) 95 Z 100 Z 100 2

TABLE 4

UHF BEACONS

Version A Version B Version C

Conventional hybrids LSI on hybrids

Discrete components 320 21 21

Hybrids (I" x 2") 0 6 4

Custom designed LSI (linear) 0 0 3

Rechanical and electrical characteristics - Not considered as performances

Volume (I) .65 .47 .42

Weight (g) 85) 520 470

Transmitted power (peak) 300 mW 300 mW 300 mW

Performance is defined here as self test "depth" relative to version B/C

0.67

$
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TABLE 5

Cost effectiveness V

V - Reliability/mission x required availability x performance index relative to version C

Cost of ownership over 10 years relative to version A

COMPUTERS

Mission's Availab. Relative Relative index of Absolute Relative

reliability (required) cost of performance cost cost
ownership PI P? P3 effectiveness effectiveness

Version A 0.9968 0.99 1 0.8 0.78 I
PI (Version B 0.9975 0.99 0.96 0.8 0.81 1.03

"Version C 0.9976 0.99 0.87 1 1.13 1.43

Version A 0.9968 0.99 I 0.8 0.7 0.55 1
PIxP2 Version B 0.9975 0.99 0.96 0.8 0.82 0.67 1.21

lVersion C 0.9976 0.99 0.87 1 I 1.13 2.04

Version A O.9Su8 0.99 1 0.8 0.7 0.78 0.43 I
PIxP2xP3 Version B 0.9975 0.99 0.96 0.8 0.82 1 0.67 1.56

"Version C 0.9976 0.99 0.87 I 1 1 1.13 2.63

Power
Kop/s Volume conaump-
ratio ratio tion

______________ratio

RADARS Power
detection Weight consump-

ratio ratio tion

,Version A 0.997 0.99 1 0.95 0.94 1.54

PI Version B 0.998 0:99 0.68 I 1.45 1 .54

•Version C 0.999 0.99 0.41 1 2.41 2.56

Version A 0.997 0.99 I 0.95 0.63 0.53 I

PlxP2 {Version B 0.998 0.99 0.68 1 0.71 1.03 1.74
Version C 0.999 0.99 0.41 1 1 2.41 4.08

Version A 0.997 0.99 1 0.95 0.63 0.44 0.25 1
PIxP2xP3 Version B 0.998 0.99 0.68 1 0.71 0.67 0.69 2.76

B Version C 0.999 0.99 0.41 1 I 1 2.41 9.64

BEACONS

Version A 0.9976 0.99 I 0672 Self test0.66
Version B 0.9999 0.99 1.25 I 0.79 1.2
Version C 0.9998 0.99 0.73 1 comprehensiveness 1.36 2.06

2 Version A has no depth modulation test.
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L.C.C PARAMETERS
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A NEI APPROACH TO MAINTATNABILITY PREDICTION

Joseph J. Naresky

Home Air Develo-'ent Center (RADC)
Griffios AFI!7 13441, UDA

AB.'TRAcT

xitn, maintainability techniques, as described h. VIL-11DBK-472, "Maintainability Prediction," are
no accura e estimators of current electronic equip,: ent/syftem maintainability. They were developed
m,)re than 2 :years ago and, hence, reflect the techinology of that era. Since then, there have been
rapid advances in electronic technology which greatly enhance maintainability. They are: widespread
application of semiconductor ndicroclru3ts and large scale integration; desigins for equipment modu-
larity; and improved methods of fault detection/isolation. Existing maintainability techniques have
another shurtcoming in that they have little, if any, effect during the design stage: they can only
be applied after the equipment/system is fabricated.

To overcome the previously mentioned shortcominrs, -i new maintainahility prediction method was de-
veloped by the Rome Air Development Center (KADC) during the past several years. The new methodology,
a Im synthesis procedure, directly relates diafnu:t'e/isl:,tion/test subsystem characteristics,
and oL..er design characteristics, to equipment/F:'stem maintainability parameters. It also provides
a comprehensive set of time standards applicable to physical maintenance actions associated with cur-
rent equipment construction and packaging procedure: . Predicted parameters include mean-time-to-repair
(W.'R), a maximum (percentile)-time-to-repair, mean mnaintenance man-hours per repair, and fault isolation
resolution. The developed methodology includes two techniques: one for use when final design data is
available; the other, an early prediction procedure, for use when only preliminary data is available.
The latter is another feature not provided by previous techniques.

1. INTEPODUCT ION

Manny features affect the mean-time-to-repair (hLTTR), the most commonly accepted measure of the main-
tainability of an equipment/system. Some of these factors are: the packaging of the equipment, degree
and desiyn of the diagnostics and diagnostic routines or procedures, component failure rates, the opera-
ting environment, and the competence and training of the maintenance personnel. Each of these factors
affects maintainability differently, and must be talon into account when designing the equipment to maxi-
mize maintainability.

Usually, the defects inherent in the maintenance des'rn of an equipment do not surf-ce until field opera-
tion begins, at which time most design changes that must be made become exorbitantly expensive. It is
usually necessary to change the manufacturing process to incorporate the design changes, and, possibly,
retrofit those units already fielded. This not only costs money, but also means that considerable time
is lost retrofitting the fielded units (especially if they must be shipped back to the manufacturer).

,aintainability prediction techniques, presently in use have the basic drawback that equipment lesign
parameters cannot be directly related to their impact on the maintainability of various portions of
the equipment in time to take proper design, or redesign, actions.

Therefore, several years ago, a program was initiated at RADC to develop improved, more accurate, main-
tainability prediction and analysis procedures for electronic equipments and systems. A basic premise
as that the new procedures would be capable of directly relating diagnostics/isolation/test subsystem
characteristics and other engineering characteristics to equipment system maintainability.

Also, to be investigated v-.ias the development of a set of time standards applicable to physical maintenance
actions associated with current equipment construction and packaging techniques. Finally, the developed
techniques had to be applicable to avionics, ground, and shipboard electronics at the organizational,
intermediate, and depot levels of maintenance. This paper describes the procedure and the achieved
results.

1.1. APPROACH

he approach used to accomplish the above objectives included three tasks. The first was to perform
a literature survey to define and evaluate the existing maintainability prediction techniques and main-
tenance action time standards, and their applicability to modern electronic equipments and systems. The
second task consisted of reviewing present day electronic equipment system characteristics and main-
tainability prediction needs to identify the parameters to be predicted and the general approach to the
prediction methodology. The last of the tasks involved reviewing the maintenance policies in current
use, and developing prediction techniques consistent with the manner in which maintenance is accomplished.

2.1. SURVEY OF EXISTING TECHNIQUES

The maintainability prediction techniques presently in use were surveyed and reviewed to determine the
basic prediction hypothesis, data base, detailed procedure, and shortcomings of each. All had substan-
tial drawbacks relative to their ability to adequately evaluate complex iodern systems. The most serious
shortcoming was a lack of significant correlation between the quantitative maintainaoility parameters
(i.e., MTTR) and the system fault detection and isolation (FD&I) features.

The prediction techniques surveyed can be divided into time synthesis models and correlation models.
Tire synthesis models are those in which the maintenance activity is broken down into elemental main-
tenance steps,each step is assigned a fixed time or time function, and the steps combined, or synthesized,
to yield the designed maintainability parameter. The correlation models are those that utilize a check-
list, or other mechanism, to score maintenance-related attributes of a system; the score is inserted into
a regression equation to yield the desired maintainability parameter. W ith rare exception, the regres-
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sion techniques currently in use were developed anywhere from 10 to 20 years ago and, therefore, are not

sensitive to the maintenance features and characteristics of modern electronic equipments and systems.
The time synthesis models are based on the premise that, given that a certain part has failed, what time
is required to repair the part by replacing it? The drawback to this is that most parts exhibit more
than one failure mode and/or effect. Different failure modes result in significantly different cor-
rective maintenance times due to the methodology used for fault isolation/resolution/ambiguity of the
fault isolation procedure corresponding to the various failure symptoms. Yet, maintenance is symptom
oriented not failure oriented, as the time synthesis models surveyed indicated.

From the results of the survey, it was determined that the prediction methodology should reflect the
manner in which maintenance is actually performed. This ground rule implies:

(a) Fault isolation time estimates must be based on how the failure presents itself in
terms of external failure effects, and the results of the fault isolation procedures that are available
to maintenance personnel.

(b) Variability caused by different failure modes and effects of each replaceable item
(RI) must be considered, particularly variations in fault isolation time and fault correction time. A
replaceable item is any of the physical entities[ (line replaceable unit (LRU), weapon replaceable
assembly (WRA), component part, etc., etc.)] normally removed and replaced to accomplish repair at the
maintenance level for which the prediction Is being made.

(c) Ambiguities (isolation to more than one RI), including consideration of secondary main-
tenance which is needed when the primary fault correction procedure does not correct the problem, must
be taken into account.

(d) The prediction methodology should not be susceptible to technician variance (except
possibly maintenance personnel skill level); it should be based on established procedures for each
corrective maintenance action.

3.1. GENERALIZED PREDICTION MODEL DEVELOPMENT

In addition to the above general ground rules, some specific ground rules were also followed in develop-
ing the generalized prediction methodology:

(a) Failures occur at the predicted failure rates.
(b) Only hard failures were considered.
(c) Only single failures were considered.
(d) Only randomly occurring failures were considered.
(e) Maintenance is performed in accordance with established maintenance procedures.
(f) Maintenance is performed by technicians with appropriate skills and training.
(g) Only active maintenance time is considered; thus, excluding administrative and

logistic delay time, fault detection time, clean up time, etc.

The primary maintainability parameter considered in developing the prediction technique was MTTR (mean-
time-to-repair). MTTR is the mean value of the probability distribution of times to complete active
corrective maintenance over all predictable unscheduled maintenance actions, weighted by the relative
frequencies of occurrence of these actions. Vith minor modifications to the VTTR prediction technique,
a iumber of other parameters can be accurately estimated. These parameters are:

Mmax (0) - maximum corrective maintenance time at the 0 percentile

I - fault isolation resolution to a single RI

IN - fault isolation resolution to< N RIs

11/Repair - mean maintenance man-hours per repair

F H/A - mean maintenance man-hours per maintenance action (including false alarms)

M-/OH - mean maintenance man-hours per operating hour

4.1. MTTR Elements

As mentioned previously, the methodology used in a typical time synthesis technique. The times associ-
ated with each portion of a maintenance action are summed to yield the total maintenance time for that
action. For each individual maintenance action, the predicted/estimated maintenance time is the expected
average time to complete the maintenance acuion. Admittedly, there is some variability to the time to
complete each maintenance task; this is only addressed in predicting maximum corrective maintenance tie.

Table 1 indicates the breakdown of those task elements used in MTTR prediction for various classes of
maintenance elements is provided in Table 2. The methods applicable to estimating each of the mainten-
ance element tires are presented in Table 3.
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4.2. GENERALIZED MATHEMATICAL MODELS

The generalized equation for computing MTTR Is: N
nR n

n.l (])
MTTR NN

n.

where:

N = number of replaceable items (RI)

n = failure rate of the nth RI (failures/lO 6 hours)

R = mean repair time (minutes) of the nth RI as computed belown

n - (2)

J.1  j

Xni

where: J number of unique fault isolation resuts

[fault detection and isolation (FD&I) output]

- see Figure 1, page20-10

Xnj= failure rate of those parts of the nth RI which would cause the nth RI to be called
out in the jth fault isolation result

Rnj = average repair time of the nth RI when called out in the ith isolation result as com-
puted below:

Mni

Rnj Tmn j  (3)

where:
MNj = number of steps to perform corrective maintenance when a failure occurs in the nth

RI and results in the jth fault isolation result--includes all maintenance elements
(preparation, isolation, spare retrieval, et al).

Tm .= average time to perform the nth corrective maintenance step for the nth RI, given
nj the jth fault isolation result

The generalized models were used to develop specialized models for the various situations shown in
Table 1. For example, the model for the spcial case of isolation to a single RI and replacement of
that RI is:

Rn.'TPn + TFInj TSR TDn+TJ nj nj TA nj TCnj+TSTni

(see Table 2 for definitions of the "T" terms)

From the generalized models, two procedures were developed for predicting th MTTR (and
other maintainability parameters of an equipment/system).

(a) A detailed procedure for use when detailed design and support data is available, and;
(b) An early procedure for use when only preliminary design data is available.
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4.3. DETAILED PREDICTION METHOD

The procedure for the detailed prediction technique is as follows:

(a) First define the maintainability parameter(s) to be evaluated, the prediction ground
rules, and the mnaintenance level for which the prediction is being made. For simplicity, in ti.: ,aper,
I shall deal only with MTTR.

(b) Next, define the maintenance concept. For a maintainability pr~dictio this sea n:
how repairs are made, and what the replaceable items are.

(c) Construct a list of all the possible failure symptoms, or results of fault detection/
isolation procedures, which includes all of the pos;sible indications that an operator or technician
might experience in identifying the fault correction procedures to be performed.

(d) Correlate the RIs of the sy:stem with the identified failure symptoms developed in (c)
which is usually done using a failure mode and effects analysis (or any similar analysis).

(e) Prepare a maintenance correlation matrix similar to the one shown in Figure 1. This
matrix provides: (1) the failure rate (X .) of each RI that is associated with each failure symptom:
(2) the repair time (R for an RI given n hat a specific fs'lure symptom (failure detection ana iso-
lation output) occurs; ah, (3) the replacement order (K .) of RIs given that a specific failure detec-
tion and isolation output .FD&I) occurs and the associateA maintenance concept is iterative replacemen..

(f) Prepare a maintenance flo%. diagra (MnFD) to establish the Rnh) values for ins-ertion
in the Maintenance Correlation Matrix (Figure 1). The r.7D is prepared to illustrate the sequencinr
of maintenance as performed by the designated maintenanc technician'.

A sample FD (shown in Figure 2) starts on the left hand side of the figure as a "Fault
Occurs and Detected" event. The oval outputs on the left, following "start," designate the FD&I
output which defines the subsequent maintenance activity to be performed. The "j" associated with
the output is entered in the circle next to the oval. Following the FD&I outputs, are shown the
activities required for fault correction and verification.

The Rnj values inserted in the Maintenance Correlation Matrix are computed by adding the
times associated with each activity block from the "fault occurs and is detected" event to the "end"
event for the subject (n,j) pair. The time entered in the individual activity blocks is computed from
a time line analysis. A time line analysis consists of computing the total elapsed time of a main-
tenance action by summing the times required to perform each step. The individual times can be obtained
from: actual times experienced on subject equipment; publis'hed maintenance time standards; actual times
experienced on similar equipment; or engineering judgment. 5or example Figure 2 contains the RI,
through R99 values of maintenance times of an airborne radar example described in the report. These
values are then inserted into the Maintenance Correlation Matrix as shown in Figure 3, along wi-rh
the X nj failure rate values. The numbers across the top, e.g. 001, 011, etc. merely refer to the nine
RIs of the previously mentioned airborne radar example described in the report.

(g) Compute the maintainability parameter of interest e.g. MIRR. Once the ?.TD and the
Maintenance Correlation Matrix have been completed, it is an easy matter to compute the desired main-
tainability.

For example:

(1) MEAN REPAIR TIME OF nth RI

flA R obtained from 5TD
J-1
J

Xnj

it'

(2) EQUIPMENT M'TR
N

An Rn (6)

n-1
N

MTTRZZ An1
nti
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The R , values are obtained from the MFD (Figure 2) and inserted into the Maintenance Correlation Matrix
(Figurg 3). The R and A values can be calculated from the Maintenance Correlation Matrix. Giver
these, one can then compute the MTTR, as shown for the airborne radar example (see Figure 4).

4.4. EARLY PREDICTION PROCEDURE

This technique was developed for use in the design phase of a program when only preliminary
design data is available.

For an early prediction, it is assumed that the following data is available:

(a) A configuration index from which a definition of the primary replaceable items -an
be derived.

(b) The failure rate of each of the primary replaceable items.
(c) The overall fault isolation concept (i.e. fault isolation to a single RI or group of RIs).
(d) The replacement concept when fault isolation is to a group of RIs (i.e. group or

iterative replacement).
(e) The basic packaging philosophy including preliminary access and interchange characteris-

tiCL of each RI.
(f) The primary fault isolation technique to be implemented for each primary RI.
(g) The fault isolation resolution which is defined in one of two ways:

(1) average RI group side
(2) x1 % isolation to a single RI

x2 % isolation to>l RI but N1 RIs

x % isolation to>N1 RIs but<N2 RIs

where

xl + x2 + x3 = 100%

The prediction model is based on the generalized version of the detailed model. That is
MTTR-Tp+TFI+TsR+TD +TI+TR+ TA +TC+T

or

9 
8

MTTR-- Tm (8)
ml

where

7m = average time of the mth element

m = the elemental maintenance tasks

(P, FI, SR, D, I, R, A, C, ST) as defined in Table 2.

Thus the procedure used in the model is to: define the major ways in which elemental main-
tenance tasks are performed, assign failure rates and times to each of the different elemental task
types, determine a failure rate weighted average for each maintenance element, and find the 17TPR by
adding the average times of each element.

Two methods ere available for deterring the time associated with each maintenance element.

&i



20-6

The first method is summarized by the following model:

N

(9)
Tm. n-1~ n 9

N

n-1
where

N = the number of primary RIs

Xn = failure rate of the nth RI

Tm = the synthesized time for the ruth elemental maintenance task of the nth RI.n
This model assumes that Tm is available for each maintenance element of each RI. For those maintenance
elements where this is not

n 
true, the second method determines an average value for the elemental main-

tenance times by using the following model: Vm

Xmv TMv (10)
MV-1

Vm

V=1

where

Vm = the number of major unique methods of performing the mth elemental task

XM = the failure rate associated with the set of faults involving the vth method of performing
v the elemental task

Tm = the time required to perform the mth elemental task using the vth method
v

For example, the number of ways of performing fault isolation on a display console might be:
test pattern interpreation for the majority of display circuitry; maintenance panel readings for power
supplies; computer controlled loop testing for I/O circuits; and manual isolation of miscellaneous cir-
cuit electronics. A time would be assigned to each of these methods of fault isolation, and an average
fault isolation time would be computed based on the estimated failure rate of the circuitry associated
with each method. A similar procedure would be followed for each maintenance element, and the M1TTR
computerd by adding all of the element times.

The simplied models shown above apply to the most general case where fault isolation is to a
single RI. Models were also developed for various types of maintenance concepts and repair policies.

5.0 CONCLUSIONS

The prediction methodology described in this paper achieves the objective for which it was
intended. It represents a new approach to maintainability prediction, based upon recent advances in elec-
tronic technology such as wideopread usage of microcircuits and improved methods of fault detection/
isolation and test. The methodology can be applied at any maintenance level, for any maintenance concept,
and to all classes of electronic equipment/systems--avionics, ground, and shipboard.

In comparison to previously available techniques, the one described in this paper permits
maintainability predictions to be made during the design phase of an equipment development. Thus,
the user and/or designer can predict whether the specified maintainability requirement will be met
before final design or fabrication is completed. The ability to introduce early design changes to im-
prove maintainability should negate the need for costly, after the fact, retrofitting.

A by-product of the prediction techniques development has been the updating of maintenance
time standards which more accurately reflect modern packaging and construction methods.

Additional details on the development and implementation of this new maintainability predic-
ti3n technique can be found in RADC-TR-78-169, "Maintainability Prediction and Analysis Study," which
is available from the National Technical Information Service, 5285 Port Royal Road, Springfield, VA
22161, telephone (703)-557-4600. Document Number is AD-A059753.
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TABLE 2

Definition of Maintenance Task Times

Maintena nce
Element Time Abbreviation* Definition

Preparation T . Time associated with those tasks required
nj to be performed before fault isolation can

be executed. Examples: Obtain, set-up and
warm up test equipment; Apply power and
cooling to system, warm up and stabilize;
Input system initialization parameters.

Fault Isolation TFI Time associated with those tasks required to
nj isolate the fault to the level at which fault

correction begins. Examples: Load, run,
and interpret results of a diagnostic program;
Examine fault isolation symptoms, locate
symptoms in maintenance manual, follow
manual procedures to point where replaceable
item or g. oup of replaceable items is
identified.

Fault Correction

0 Spare Retrieval TSR Time associated with obtaining a spare
replaceable item or group of replaceable
items from the designated spares area.

* Disassembly TD Time associated with gaining access to the
nj replaceable i .em(s) dentified during the

fault isolation process. Examples Opening
cabinet doors, pulling out equipment drawers,
removing CCA retaining bars; Technician
transit time to a remote equipment.

* Interchange Tn Time associated with the removal and

nj Ireplacement of a faulty replaceable item
or suspected faulty items. Examples:
Removing screws, connectors, solder

joints; Extracting and inserting the
replaceable item; Application of conformal
coating, heat transfer paste.

* Reassembly TR Time associated with closing up the equip-
nj ment after interchange is performed, i.e.,

the opposite process of disassembly.

*Abbreviations used in the prediction math models; Time to perform the mth ele-
mental task (P, FI, SR, D, I, R, A, C, ST) for the nth RI given the jth fault
isolation result.

______



TABLL 2 (concluded)

I)efinition of Nlaintenance Task Times

Maintenance Time Abbreviation* L Definition

" Alignment T A  Time associated with aligning or calibrating
nj the system or RI after a fault has been

corrected.

" Checkout TC  Time associated with the verification that
nj a fault has been corrected and the system

is operational.

Start-up TST Time associated bringing a system up to
the operational state it was in prior to
failure, once a fault has been corrected
and verified.

*Abbreviation used in the prediction math models.

TABLE 3

Corrective Maintenance Time Elements and
M.ethods of Estimation

Time Fixed Field Engineering
Standards Time History Judgement

PREPARATION- T X X X
P.

nj

FAULT ISOLATION - T X X X
F!.
nj

SPARE RETRIEVAL - TSR x x
nj

DISASSEMBLY - TD X
n3

INTERCHANGE- T I  X
nj

REASSEMBLY - T X X
nj

ALIGNMENT - T A .j X X X

CHFCKOUT - TCnj X X X

START UP - TST X X XST 1
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RI 1, 2 3

FD&i hn X ' 1 2_ __ ha4 A- 5_

OUTPUT K X1 I, KK

) 1 R K2 1 2j 2 2  K3  31 R3 J K4 , "4 , R4 i K, ) R5 J

IS

2

3

4

S

6

Under each RI column, enter the failure rate (Xnj) of the RI that could result in

the jth output. Now, for each unique output which has cnly one RI associated with it,

enter a 1 in the K column for that combination. For those outputs which arenj

associated with 2 or more RIs, the K . value depends on the maintenance concept. If

the maintenance concept is group RI replacement, enter under K nj the number of Ris

associated with each output. For example, if three RIs could contribute to the same

FD &I output, then a 3 is entered in the K nj for each of those RIs. If the maintenance

concept is iterative replacement, then K . is assigned based on the order of replace-

ment. That Is, the first RI to be replaced upon recognition of the subject FD&I output

is designated as K = 1, the second K = 2 and so forth. The typical assignment ofni nj
values for each K . is based on the relative failure rates of the RIs, with the highestnj

failure rate RI assigned as the first replacement item.
Fig. I Maintenance correlation matrix format
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1 79.720 12.88 1026.95

2 226.957 41.10 9327.53

3 40.779 18.45 752.21

4 233.571 43.78 10226.87

5 126.982 13.61 1727.71

6 663.13' 11.28 7479.36

7 l'i636 11.60 2106.55

3 (1 11.36 113.11

2 7 .7(- 10.46 287.51

1590. 268 33047.8

N

Xn R nMTR= na! - 33047 8

MTR 330.8 = 20.78 minutes

n
nsl

Fig.4 Predicted RI repair times and system NiTTR
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DISCUSSION

M.B.Kline, US
Could you say a few words about the data base used for your test times? These test times like the failure rates
used in reliability prediction are very critical for making valid and useful predictions.

Author's Reply
It is a rather extensive data base and all the test times were redone based upon modern technology, modular design
of today, the use of integrated circuits, circuit boards etc.

The data base was prepared using a wide range of systems built over the last few years and is much more modern
than previous data bases. One of the purposes of this prediction technique was to make sure that the test times
represented modern technology. All new test times are contained in the report.

B.G.Peyret, Fr
Est-ce que dans le MTTR qui vient d'tre expos6, le temps de dmontage de l'6quipement supposement hors de
i'avion est compris ou non? En d'autres termes est-ce que le MTTR qui vient d' tre expose, s'occupe simplement
des reparations en usine ou bien quel qu'il compte des temps qu'il faut pour d~monter rXdquipement de I'avion et
de le remonter en suite sur 'avion?

Author's Reply
Yes it does. This includes the dissembly, the interchange where necessary and the time involved. It does not
include the time involved in waiting for a part for several weeks, administrative or logistic delay time.

1
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RELIABILITY GROWTH
THROUGH ENVIRONMENTAL STIMULATION

by

Lawrence J.Phaller
Westinghouse Electric Corporation

l)efense & Electronic Systems (enter
Box 746. Baltimore, Maryland 21203

USA
SUMMARY

History has shown that a large disparity exist between field or operational MTBF's
and predicted MTBF's for electronic equipment. Differences up to and exceeding 10:1 have
been recorded. The cause of these differences have been atrributed to many factors.
However, .most agree that field environments such as temperature, vibration and humidity,
are sufficiently different from the contractor tested and qualified environments and
these differences are a major part of this disparity.

To minimize this disparity, customers have taken several steps to control and even
strengthen the design through the early use of extended environment/mission profile
testing. Westinghouse has successfully employed this technique on several programs.

However, the AN/AWG-10 Reliability Improvement Program (RIP) was the first program
at Westinghouse in which a Test, Analyze, and Fix (TkAF) or Reliability Growth approach
was employed on an already existing field deployed system. In this program, field data
were used to identify "unreliable" LRU's and design modification were implemented based
on this data. Several conclusion were made as a result of this program:

(1) Field reliability can be enhanced with a relatively moderate program "front-end"
investment.

(2) The rate of reliability growth depends no only on the degree of management com-
menttment to the program, but also on the unit complexity and state of the art
of the unit design.

(3) Reliability growth can be experienced in two basic forms: design and quality

control.

INTRODUCTION

The need for developing reliability growth programs has been a continuing concern to
both DOD and industry. This concern is evidenced by the many coordinated efforts that
have been conducted in this field. One of these efforts was the AN/AWG-10 Reliability
Improvement Program in which a field deployed system was redesigned and matured through
environmental testing to attain the required high level of operational reliability.

This program began with the AWG-10 data feedback system which has been in use since
1967. Over 500 AWG-10 radar systems, each having over 30,000 electrical parts packaged
in 29 LRU's (Line replaceable Units), have been deployed throughout the world with over
900,000 field operating hours.

All maintenance actions done on these eauinments are recorded by the Navy Maintenance
Material Management (3M) Data Collection Proqram. This data, fed back on a quarterly
basis for analysis and use, was instrumental in the development of the AIG-10 Reliability
Improvement Program (RIP). This data and knowledge of frequency of field maintenance
actions on respective system LRU's, allowed relative unreliable LRU's to be identified.
New reliability goals, as shown in figure 1, were then develoned for the system LRU's
exhibiting this field "unreliability." There goats were used as the basis for the
AN/AWG-10 RIP.

This program basically consisted of two elements:

o Redesign of identified LRU's to improve inherent reliability

o "Test and fix" environmental reliability growth test program to develop maturity.

During the design portion of this program. eight of the system's 29 LRU's were exten-
sively modified. In qeneral. all parts were derated to at least 50 percent of their
maximum rating (i.e., power, voltage, or junction temperature). Established Reliability
(ER) screened parts, level P, were used for resistors and capacitors. JAN TX (Tested
Extra) semiconductors and MIL-STD-883, Class B equivalent integrated circuits were used
throughout the design. Upon fabrication, each printed circuit board was subjected to
"in-line" environmental thermal cycling in which individual units were exposed to five
thermal cycles ranging from (-54 to 710 C). Thermal stabilization occurred at each
temperature extreme for 30 minutes per cycle. Data was gathered and improvements
generated where necessary. Once the printed circuit boards completed this test program,
they were installed in LRU's which were then functionally tested and configured into
systems. Four of these systems were used in the formal Reliability Development Test
(RDT) program.

As a result of the RIP, LRU reliability grew from an initial instantaneous MTBF
(as defined by Duane) of 24 hours to a final instantaneous MTBF of 128 hours.



TEST OBJECTIVES

The objective of the Environmental Reliability Growth Test (RGT) was to achieve an
increase in system field reliability by accelerating environmental induced failures,
isolating the cause of failure, and determining suitable changes to preclude similar
failures in production equipment. To achieve this objective, four sets of redesigned
system LRU's were simultaneously subjected to thermal cycling and vibration for an aggre-
gate of 4,237 system operating hours. MIL-STD-781B, Test Level F, was used as a basis
for the temperature and vibration environment: however, in the initial phases of the
program, less severe temperature extremes were used to aid in isolation.

The basic test consisted of one complete 24-hour temperature cycle period, with
numerous power "on-off" cycles. Again, however, early in the program when failures
were numerous, more operation at steady-state temperature extremes was necessary for
failure investigation. Each set of redesigned LRU's tested was installed in a tempera-
ture chamber equipped with a sinusoidal vibration exciter. Other equipment necessary
for electrical operation was placed external to the chamber and interconnected by
extension cables to the LRU's under test. Figure 2 shows the basic test installation
configuration used in the RGT. Periodic checks of LRU performance were made during
the low, low-to-high and high temperature portions of the thermal cycle.

A total of 6,933 hours of thermal cycling was accumulated on the four sets of system

LRU's. Of this 4,237 hours were accrued with the radar in its operating modes.

PROPER TEST PLANNING IS IMPORTANT

As previously stated, the purpose of the RGT was to achieve maturity through a
thorough test/failure analysis/fix/retest program. The length of this test program
was based on similar industry programs for which results have been published. Among 2
these, the "Golovin Report"l and the widely recognized report published by J.T. Duane

present approaches to developing system reliability through such a growth program.
The Duane Postulate, which states "as long as reliability improvement effort continues,
the Duane mathematical model will be valid", was the basis of the AWG-10 RGT.

The mathematical expression used for modeling the Duane Postulate is:

- F_ KH-0
H

Where:

A
= cumulative failure rate

H = total test hours
F = failures during H
K = constant determined by circumstances

= growth rate

In practice, the available date (test hours and test failures) is plotted on log
paper with total test hours as the ordinate and cumulative MTBF as the abscissa. The
constant K and the growth rate exponent (a) are then evaluated from the data.

Generally, an a of 0.6 is considered the theoretical limit of maximum growth and
an a of 0.1, the "business as usual" level. General industry tendencies indicate an a
of 0.4 to 0.5 is a practical level. For the AWG-10 RGT, an a of 0.46 was chosen for
planning purposes. Then a system Duane entry MTBF was chosen. This is the system's
operational (not predicted) MTBF prior to RGT and is generally significantly less than
the predicted value.

Figure 3 illustrates the planned AWG-10 growth curve. As shown, the final achieved
MTBF is approximately 80 percent of the "handbook predicted" MTBF and the planned entry
MTBF is 10 percent of the final predicted growth MTBF. This entry MTBF can vary depen-
ding on the amount of pre-RGT testing and failure investigation; however, for the AWG-10
RGT, the conventional 10 percent entry point was chosen. The industry-accepted test
time of 10,000 hours was used for the AWG-10 RGT.

As illustrated in table 1, the predicted system MTBF was 170 hours. Using the
criteria above, the final system growth MTBF over 10,000 hours of operation was to be
140 hours with a Duane entry MTBF of 17 hours. As shown in figure 3, the planned
initial Duane entry MTBF (17 hours) occurred at 70 hours system cumulative test time.
Generally, with some previous subassembly testing, this is enough system test time
to allow for "burn-in" and manufacturing problems to become apparent and be corrected,
after which real system reliability growth should occur through design modifications
and process changes.

HOW EFFECTIVE IS THERMAL CYCLING?

The thermal cycle used for this test is illustrated in figure 4. In addition to
the thermal and mode variations shown, vibration and equipment "on-off" cycling was
applied. Sinusoidal vibration at the nonresonant frequency of 22 cps (0.01 inches
double amplitude) and applied for 10 minutes every system operating hour. Equipment
"on-off" cycling was performed every two hours, during which the equipment was cycled
"off" for ten minutes and then turned back to operate, thus generating nine thermal
changes in the system. These changes were generated in this manner to preclude the
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inefficiencies of system level thermal cycling (4 hours cool down) and still get the
benefit of local internal thermal changes at the board and LRU level.

The original thermal cycle was modified four times during the RGT. These modifi-
cations were necessary since early test failures severely limited equipment operating
time under environment. When the extremes were relaxed, more operating time was
accumulated and individual failures systematically investigated. As system reliability
improved, the modified thermal cycle modifications and figure 5 correlates these cycle
modifications with MTBF improvement.

PLANNED RELIABILITY GROWTH CAN BE ACHIEVED

Table 3 summarizes the data derived from the AWG-10 RIP test. Since the Duane
concept for reliability growth on which this program was designed is based on cumu-
lative data, (that is, total failure and total hours at any point in the test program)
it was necessary to express the effective MTBF of the units under test at any given time
in the growth program. The system instantaneous or current MTBF, defined as the MTBF
that the equipment currently on test would exhibit if reliability growth (test, re-
design, and fix) were stopped and testing were continued, is expressed as follows:

x F =KH (1)
H

t) =  lim = = K(-- + I)1  a (2)

(4)

Where: E(t) 1 -a

X(t) = instantaneous failure rate
(t) = instantaneous MTBF

= cumulative MTBF

From this model, growth rates were calculated for LRU's 2A1, 2A8, and 5A3. Growth
rates for LRU's 2A3, 5, 3 and 8 were not calculated since there were no RIP primary
failures in these LRU's, and in theory, the growth rates of these units in RDT would be
zero. Also, no growth rates were calculated for LRU 2A2 since no fixes resulting from
RGT failures were installed in the unit. Table 3 shows that the overall growth rate,
considering primary failures only for the RIP LRU's in RGT was 0.5 with a cumulative
system MTBF of 64.2 hours. Using the Duane model for caluclating current MTBF, the
instantaneous MTBF for the 8 LRU'slis 118.4 hours (64.2/.5). Cumulative test times
and failures were plotted at the end of each week. Figure 5 illustrates the growth
data resulting from RGT.

Figure 5 shows that the instantaneous or current status curves are lines displaced
from the cumulative plots by a factor (l -a), which is fixed distance on a logarithmic
plot. Thus, data can be used for a forecast line of appropriate slope (a) which can be
extended from the last data point for predicting and planning additional program
elements. For example, if the RGT extended to the planned 10,000 hour limit, with the
existing a, the projected instantaneous system MTBF would be 215 hours.

Also shown in figure 5 are:

o the times when the temperature profile were altered during the test

o the cumulative and instantaneous MTBF plots based on the number of operational
hours per week in thermal cycling

o the composite calculate4 growth rate.

The first 108 thermal cycling hours were not included in the calculation of the
overall growth rate since the data appears to be "noisy." This 108-hour value compares
favorably with the 70-hour entry point for the Duane method. Also, the system growth
rate of 0.5 compares favorably with the planned growth rate of 0.46.

CONCLUSIONS

Generally, with any typeof management, a degree of reliability can be achieved. As
illustrated in figure 3, a growth rate (a) of 0.46 in the specified environment was
planned, and an actual growth rate of 0.5 was achieved. However, table 3 shows that
individual subassembly growth rates vary as unit complexities and "state of art" design
approaches vary. LRU 2AI had the highest cumulative growth rate at 0.63. In this LRU,
the transmitter's pulser had a large amount of failures which were easily detectable
and correctable since the majority of its design consisted of standard transistor/diode/
resistor circuitry. LRU 2A8 realized the lowest growth at 0.42. This unit, the
parametric amplifier, incurred the most failures (36) and its predominant failure
mechanism centered in the frequency tunable portion of the unit. This was attributed
to such factors as inherent ultrahigh frequency sensitive geometry problems associated
with microelectric parametric amplifier design, and incompatibility of materials rela-
tive to temperature cycling.
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For these reasons, "design fixes" could not oe determined as quickly as they could
be in more conventional design, thus the growth rate was lower. A growth rate was not
calculated for LRU 2A2, the system's power amplifier. Even though the unit experienced
five failures, no design changes were implemented as part of the test program since the
cause of failure was not determined until well into the program. By the time the proper
corrective action could be determined, the test was completed. In spite of this, some
LRU growth was experienced. This resulted from the "awareness" of a problem with the
unit subsequently resulting in a higher degree of quality control while fixing each
failure. This effectively resulted in apparent MTBF growth in the test environment;
however, in a "business as usual" atmosphere, this type of growth may not occur unless
specifically addressed. Thus, growth in a test program can be experienced in design
as well as quality control growth. However, only design growth can be construed as
permanent growth.

Finally, one asks the question "How much field reliability improvement can be expec-
ted as a result of this type of environmental stimulation?" At present, modification
kits have been sent throughout the world to incorporate these new changes in the present
deployed systems. Data taken from the 3M report on these deployed systems have shown a
4.5:1 improvement in field reliability for the redesigned RIP LRU's and an overall
system reliability improvement of 2:1. This in itself indicates that the RGT approach
can be an effective way to improve field reliability.

Thus, three basic conclusions can be made as a result of this program:

(1) The rate of reliability growth depends not only on the degree of management
commitment to the program, but also to the unit complexity and state of the
art of the unit's design.

(2) Reliability growth can be experienced in two basic forms:
a. growth in the design (permanent growth)
b. growth in the quality control procedures (short-term growth).

(3) Reliability growth through environmental simulation is a viable means to
achieve improved field reliability.

REFERENCES

(1) Golovin, N. 1962. Final Report of Larte Launch Vehicle Planning Group. General
Electric Tempo Report SP 312 Jan. 1965.
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TABLE 1
AWG-10 RGT HANDBOOK PREDICTION

Failure 5ate
LRU MTBF (Hours) (Fail/iOC Hrs)

2A1 6000 167
2A2 315 3174
2A3 15400 65
2A5 11300 88
2A8 1450 690
3 694 1441
5A3 5040 198

8 14000 71

SYSTEM 170 5882

78-1025-T-3

TABLE 2
RGT CYCLE MODIFICATIONS

Start Modification Modification Modification Finish
Test No.1 No.2 No.3 Test

Thermal -30 C to -30 C to -30 C to -45 C to -54 C to
Cycle +71C +55 C +71 C +71 C +71 C

System 119 1007 1022 940 1149
Operate Hrs

No. of 6 30 15 8 7
Failures

Cumulative 20 34 68 117 164
MTBF per
Test Probe j

78-1025-T-4

TABLE 3

AWG-10A RGT MTBF CALCULATED GROWTH RATES AND MTBF'S

GROWTH RATE
RDT PRIMARY FOe LAST CALCULATED
OPERATED FAILURE CUMULATIVE OVERALL ?5 OP ROT INSTANTANEOUS

LRU HOURS [R/MIPONLY) MTSF (Hun) GROWTH RATE OPERATE HOURS MT3F (Haun

2AI 4237 19 223 0.63 Ol low

2A2 423? 5 $88 Rot Coc~

2A3 4237 0 Ho Flowia No FOwns

2AS 4231 No Fasl No Fedum

2A8 4237 36 11e GA 03 22

3 4237 0 No Feuwes No Fedms

SA3 423? a 76 0.54 0.54 154

1 423? 0 No F4ieM No Faitwa

OmaIP 4237 6 64.2 0.1 0.50 128.4

LRU a

18-1026-T 5



DISCUSSION

T.L.Regulinsky, US
Could you give me some idea of the transmitted power you are handling in this equipment?

Author's Reply
It was in the kilowatts but I cannot specify. It was generated by a travelling wave tube (KTS).

J.C.Charlot, Fr

Vous avez parle d'un essai de 10,000 heures. Pouvez-vous nous indiquer sur combien d'dquipements s'il vous
plait?

Author's Reply
We used 4 units for tests on modified LRUs.

P.D.T.O'Connor, UK
Did you find that the effectiveness of the reliability improvement was less than expected, due to the difficulty of
incorporating the modifications to equipment already in service?

Author's Reply
Typically this would be the case; however, we recognised this problem before modifications and as a result cycled
the units to be modified back through our factory for change.
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THE A-7 HEAD-UP DISPLAY RELIABILITY PROGRAMME

Mr X W Boardman

Marconi Avionics Limited
Airport Works

Rochester
Kent

England

SUMMARY

The evolution of the head-up display from earzir fzr.s of woapron aimina tochniq2--'
described. The A-7 Head-Up Displa p 0 tA.n n ro ,d in terms of the r, Ziai '

requirement and the contractina environ,:nt.

The influence that the reliabi'ity requii ,r,-t had in t.e introduction of t chnica I
innovations is alluded to, particularZy in tkhe areas of tkermal deeign, rugqedised Z, n:
life cathode ray tube technology and durzillit4 of low voltage printed circuit
connectors.

A complementary nature of the various reliabil'ty techniqu(s i, suogested together witl
a generalised cost-benefit staternn t vich r, latcs t;:e r, liabilitp program me corts t(
significant improvements in reliability.

Finally some lessons learnt from this programme will be advanced for consideration in
future avionic reliability programmes.



Head-Up Displays can be considered in two ways; either as a new piece of electronic
equipment that first saw operational use in the H.S. Buccaneer, or alternatively as
a part of an evolutionary sequence spanning half a century.

Very broadly the steps in this sequence were:-

1. The ring and bead sight which enabled the pilot to 'aim-off' during deflection
shooting to allow for target speed.

2. The telescopic sight magnified the target but reduced field of view to such an
extent that both ring and bead and telescopic sights were often used together.

3. The collimated gunsight simplified target alignment by projecting ring and bead
graticules on a semi-reflective glass in front of the pilot thus improving his
field of view; this was sufficient until target speeds increased dramatically in
the immediate post WWII era.

4. The problem of target speed was overcome to some extent by the electromechanical
gunsight, the servoed reticles o" which improved aiming accuracy, but their
mechanical configuration has always resulted in limited arrangerents of
non-variable symbology.

5. In the Analogue Head-Up Display the introduction of a cathode ray tube offered a
significant increase in display versatility. Symbology could be continuously
updated in accordance with aircraft performance, target type and movement. In
addition, primary aircraft information could be displayed. Speed, vertical
speed, height, distance to navigational waypoint or target, compass heading, the
projected path of aircraft or weapon could all be displayed in glowing symbols on
the combiner glass in front of the pilot's eye.

6. Finally the replacement of the analogue computer with a digital one yielded yet
another step forward in display versatility.

Having briefly considered the evolution of HUD's let us look at the A-7 aircraft.

The A-7 started life as a subsonic strike aircraft derived from the Vought F-8
Crusader. Avionics for the A and B versions were largely 'off the shelf' and the
engine was the already proven Pratt and Whitney TF 30-P-6. Even so, the US Navy
established a contracting precedent when it ordered the A-7 by requiring LTV to
achieve its guaranteed goals or pay stiff penalties.

Many penalties were involved in this fixed price contract. For example, failure to
meet sea-level speed and take-off and landing distance guarantees could have cost LTV
up to $400,000 (at middle 60's prices), while failure to meet weight empty guarantees
was based on a sliding scale per pound excess.

The weight empty guarantee was in fact the only one not met by LTV, the contractor
having to pay a penalty for some 600 nounds excess weight, this failure being traded-
off against the requirement for a 4,000 hour airframe life.

Because the A-7 provided a stable weapons platform capable of carrying a heavy load
over long distances it was chosen for the development of a new navigation and attack
system with an accuracy previously unattainable.

Partly as a result of the system study and partly through trade-off studies in the
course of competitive tendering the impact of this advanced avionic system on the
airframe became known in terms of the requirements for air conditioning, display area,
extra space in the equipment bay and increase in aircraft weight.

The contractual reliability requirement for the two-unit HUD system was a staggering
(by 1967 standards) 700 hour MTBF with financial holdback until demonstration was
complete. Furthermore costs of modifications, both in the factory and in the field,
proven necessary by the various qualification programmes were placed firmly in the
contractor's court, no post design services as such being provisioned.

LTV's sincerity in the reliability requirement was apparent throughout the contract
negotiation, in particular:-

(i) Allocation of cooling air was nearly doubled when preliminary reliability

analysis indicated that the MTBF would be otherwise degraded.

(ii) The reliability programme was adequately funded within th- non-recurring
engineering activity.

(iii) The effects of the reliability programme on extra recurring costs such as
component and unit burn-in were accepted.
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We were awarded the contract in the Autumn of 1967 and the contractual emphasis on
reliability and maintainability was soon apparent as the design got under way.

During contractual negotiations it had become apparent that the thermal design was
critical. Although the customer had virtually doubled his cooling air supply to us,
we in turn had to utilise it properly. We did this in several ways:-

(i) A cold wall, honeycombed for good thermal transfer, was installed in the
mid-section of the computer.

(ii) Heat from all the integrated circuits was extracted through a highly

conductive thermal layer on the multilayer printed cir uit board to the cold
wall.

(iii) Power Supplies were bolted directly onto the cold wall.

Reliability anaiysis indicated that measures would have to be taken to reduce the

potential failure contribution of electrical connections and the cathode ray tube.

This resulted in three main innovations:-

(i) Specific reflow soldering techniques with tight process controls were
introduced with particular emphasis on the high integrity soldering of
micrologic elements onto multilayer boards.

(ii) An elegant series of controlled experiments was carried out on edge
connectors to determine how best to improve their reliability. Only one
conclusion could be drawn from these experiments; a minimum of 5 microns of
gold was required on the contacts to ensure durability and low contact
resistance over a ten year service life.

(iii) As no scheduled maintenance was allowed, considerable time and effort was
spent on specialised glass technology to ensure the rugged long-life
characteristic of the cathode ray tube.

Fifteen months or so after contract award, the pre-production prototypes were being
burnt-in. The burn-in requirement on the units was based very much on the Test
Cycles of MIL-STD-781 and we should have continued burn-in testing on each unit until
twenty consecutive failure-free cycles were accumulated before the unit was shipped.

It was at this point that the Reliability Programme reached its lowest ebb. The
first fifty or so equipments were delivered without meeting their full burn-in
requirements. Subsequently the initial in-service data indicated a reliability which
was an order of magnitude lower than it should have been. The customer was obviously
dissatisfied, R & D funding was being withheld and every sub-standard equipment
delivered added to our future liability in terms of retro-fit costs. Furthermore, an
initial attempt at reliability demonstration had to be aborted. Yet performance-wise
the equipment was just about meeting all the other requirements. Gradually some
sense began to emerge from all the noise and disturbance. It soon became apparent
that there was a strong degree of correlation between failures of the equipment:-

(i) On burn-in.

(ii) During the abortive reliability demonstration.

(iii) From early in-service usage.

Appropriate statistical data capture showed that the bulk of the failures were
occurring in a relatively small number of circuit locations.

A brief but intensive 'get-well' programme soon produced a dramatic improvement in
reliability as technical fixes significantly reduced the number of pattern failures.

A second attempt at reliability demonstration was successful and with pattern
failures out of the way for all practical purposes we were able to look into process
controls more critically and improve the reliability yet further.

Another aspect was brought home to us at this point in time; reliable equipment is
cheaper to produce. A fairly obvious point really, but equipment which fails
regularly in the field is probably going to fail more often in the factory, and the
scrap and re-work cycle is more expensive than many people imagine.
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This is of course the parochial viewpoint of an equipment manufacturer. To the
user of the equipment the total cost can be conveniently split into two elements.
First of all there is the first cost of obtaining the equipment including the R & D
and Production. This can be called the Procurement Cost. Secondly, the cost of
maintaining and supporting that equipment throughout its life which I shall call the
Logistic Cost. The sum of the two is usually called the Total Cost, or Life Cycle
Cost.

The effect of equipment reliability on these costs is illustrated in this slide.
Although the exact shape of the two curves is difficult to determine with any degree
of accuracy, particularly the Logistic Cost, there is little doubt about the general
shape.

The Logistic Cost obviously rises very steeply as the reliability falls and the
Procurqment Cost probably rises steeply as the very high levels of reliability are
demanded.

Of course such cost optimisation curves appear in most text-books on reliability, but
how does it relate with a real world situation such as this one? Fairly well I think,
although I cannot claim more than a first order approximation because inflation and
variable exchange rates makes anything more accurate an extremely tedious exercise.

In the middle seventies with a thousand or so head-up displays in-service we
calculated that approximately $4M had been spent on the reliability programme to date,
but in all probability this was to save over $lOOM in the first ten years of service
life on two items alone:-

(i) Cost to repair.

(ii) Spares.

These figures are somewhat artificial in the sense that the costs of reliability may
be real whilst the savings may be appropriated to the procurement of more equipment in
an environment whcre the scale of purchase is often fund limited. I also suspect that
in limiting the cost equation to reduced repair and spares costs, these may not
represent the totality of benefits that accrue from such a programme, but surely a
first order assessment is better than to turn one's back on the problem.

Although I have selected the A-7 Head-Up Display for some special attention, it is by
no means our only successful experience on Reliability Programmes properly integrated
into the project throughout its life cycle.

In casting back over the last decade there appear to be some factors which are common
to programmes where significantly improved enuipment reliability has been apparent.
I would like to list these for you now without making any claim as to their relative
importance.

(a) The Closed Loop Approach

The closed loop approach means measuring deviation from the Reliability
Performance Objectives and feeding back corrections.

In this somewhat over-simplified diagram the main stream of activities in the

product cycle is represented by progression of the large arrows in the centre
from left to right. If one discounts the mathematical folklore of a Reliability
Programme, it will be seen that the costs of a Reliability Programme are largely
accounted for by a series of servo loops which through 'Failure Analysis and
Corrective Action' makes failure rate a decreasing function of time and
equipment serial number.

At this point in time, we believe that all these activities are complementary,
although with further experience it could be established that some have a greater
impact on reliability improvement than others. For the present I suggest that we
attempt to minimise the Cost of Ownership to something nearer the optimum before
any ittempts at fine tuning on a relatively imprecise discipline.

(b) Dedication

Dedication by the customer and supplier means that those in charge of the project
in both organisations must believe that reliability is of concern and not simply
treat it as a requirement from some specialist which can be dropped when things
get tough. This means promotion of the reliability objective from the passive
numbers game played by many specialists to the line Manager's acceptance that
what he is doing really matters. Implicit in this is a cultural change that
envisages months of failure free operation rather than hours. Ij
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(c) Contracts, Objectives and Incentives

Quantified objectives are necessary. Not only must the numbers be spelt out
unambiguously in the contract, with suitable incentives and penalties where
appropriate, but the methods of proving the achievement must also be specified.
True there are problems in the absolute measurement of reliability, not only in
the validity of clinical laboratory conditions of Reliability Demonstration in
relation to those of the field, but because Reliability is in itself such a
dynamic parameter. However, as long as Reliability is so significantly lower
than its optimum I would suggest that we should not get too excited about precise
measurement but concentrate our resources towards really significant improvements.

Perhaps the most important lesson is that all these factors have to be invoked
from the inception of the programme. Trying to build on the reliability after
the main design features have been established can be very unrewarding in that
reliability improvements occur sluggishly, if at all, and far more expensively
than if tackled earlier.

In the Aerospace Industry there seems to be a growing consensus of opinion that
much of the unreliability of equipment of the past was neither necessary nor
desirable. This was brought home to us in many ways, high Cost of Ownership,
high Production Cos s, a degree of uncompetitiveness internationally and the
poor reputation that went with it.

Against this we see the benefits of more reliable equipment. Apart from the
obviQus desirability of giving the existing performance with more dependability
there is the implicit promise that the customer may be able to purchase more
equipment because !'s requirements are often scaled down due to lack of funds,
and this can only be exacerbated by lower orders of reliability that swallow
up financial appropriation in maintenance and spares.

Finally I will suggest to you several propositions which may go some way towards
improving the situation.

i. Unreliability does not occur in a vacuum, it always occurs in the context of
systems: Management, Technical, Manufacturing, Procurement and the like.

2. If we accept that unreliable equipment is to a greater or lesser extent a
failure of the system that purchases or produces it, then we have to accept
that unreliability may not be just 'random' or 'unfortunate' or 'hazardous',
but may be an actual output of the system.

3. In order to arrive at a useful understanding of the causes of unreliability in

order to reduce it, we will have in turn to consider these systems very closely
and be prepared to modify them if improved reliability is a genuine requirement.

4. This improvement must recognise some of the long list of causes of unreliability.
The most significant appear to be:-

Firstly immature engineering design which is considered to be closely related to
what, in many instances, appears to be an inadequate amount of development
testing.

This is compounded by the all too prevalent incorporation of unsuitable and
defective components and materials into equipment.

There is a scope also for better manufacturing planning and control, vis-a-vis
reliability, to ensure that the reliability levels achieved in design are
maintained throughout production life.

Lastly it is recognised that failures induced by operator mistakes during
manufacture and improper use in the field are in fact parts of the broader
field of human induced failure.

Such ergonomic considerations of reliability are, as yet, in their infancy, but
evidence is rapidly accumulating to indicate that design discipline in this area
can be very rewarding indeed.
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Fig.3 Collimated reflector sight
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Air Conditioning 200% increase in capacity.
Cockpit 64 in 2 of display added.
Equipment bay 25 ft extra space required.
Aircraft weight 500 lb increase.
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DISCUSF'ON

T.L.Regulinsky, US
Could you please tell us how you quantify the life-cycle cost curve?

Is it then fair to say that the life-cycle cost curve was more an exercise inmemorisation, i.e. you did not have an
analytical expression for that?

Author's Reply
With difficulty. We have certain costs to repair. We had in fact to support this equipment in its first two or three
years in operation. We knew the cost to repair and cost of spares and we calculated as if we had been supporting
the US Navy (seen as an airline, knowing such things as the number of defects, number of aircraft, flying hours etc.
in relation to a simple logistic model; we worked with what we knew to be the costs to repair and the spares
necessary for a fleet of that size).

No

F.S.Stringer, UK
A lot of capital facility was required on this project in terms of units which enable you to make the measurements.

Do you see a bottleneck i.e. we don't have enough facilities to enable us to measure the performance of equipment
and to get proper bum-in times as well as meeting the specifications?

Author's Reply
Are we talking about the environmental facilities or the complex? The complex, of course, is the environmental
facility and has to be backed up by dedicated test equipment ideally capable of a certain amount of diagnostics,
and trained operators. So the system or testing system has to comprise these. There are difficulties in obtaining
capital, space and trained people. It is a bottleneck as this type of discipline is being adopted very rapidly by the
avionics industry.

A.Andrews, UK
In diagnosing the initial cause of unreliability on the A7 HUD, did you require feed-back from the US Navy defect
recording systems, or rely on your own repair line data?

Author's Reply
The feed-back came mainly from our own repair facility in Atlanta. The data from the customer was mainly
corroborative.

P.D.T.O'Connor, UK
In the period of the development program there were no UK standards for high reliability ICs. Could you say
what measures were taken to ensure the reliability of ICs and what failure rate was achieved?

Author's Reply
You are correct in stating that there were no UK standards for high reliability devices, there were no US
standards either. We did in fact work to project standards which anticipated later military standards.

These were quite successful in that an operational failure rate of just over 0.2 parts per million was achieved.
This was incidentally several orders of magnitude lower than that found on burn-in.

F.Wishart, UK
What impact does the author believe Mil-Std-78 IC will have on the presented situation from the point of view of
facilities and effect on reliability?

Author's Reply
No experience of programs involving 78 IC, but impact on cost and availability of facilities will be very significant.
I would expect some improvement in reliability due to more severe test environment but feel we should have
learned to fully exploit 781 B before starting along yet another road.

M.W.Watts, UK
You stated the need to safeguard reliability standards during production. This morning we were given a presentition
on Production Reliability Assurance Testing. Could you give us a contractor's view of PRAT?I.[
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Author's Reply
The evidence for or against Production Reliability Testing is not too abundant at the moment. It will probably
require extensive additional resources in terms of Environmental Facilities, Space, Staff and Electrical Energy.
Whether this will produce significant easement in the contractor's ability to sustain reliability levels is conjectural
at the moment. I suspect it may be over-doing things to apply it universally but I can visualise situations such as
the early production of a new design where it could be beneficial.

1j

.4}
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MILITARY ADAPTION OF A COMMERCIAL VOR/ILS AIRBORNE RADIO

WITH A RELIABILITY IMPROVEMENT WARRANTY

Earl I. Feder Douglas L. Niemoller
Project Leader Systems Engineer

USA Avionics R&D Acty Bendix Avionics Division
Ft. Monmouth, N.J. Ft. Lauderdale, Fla.

SUMMARY

In the realm of military avionics there is a continual striving toward lowering material acquisition costs,
increasing reliability and reducing maintenance costs over the life cycle of the equipment. To attain
these goals the military adaption of commercial items is becoming increasingly popular. In addition,
the military is instituting new logistics techniques with the goal of improving the field Reliability,
Availability and Maintainability (RAM) of avionics items.

To meet U.S. Army contractual requirements for a commercial type VOR/ILS receiver, Bendix
Avionics selected their FAA TSO certified RN-242A VOR/LOC and GM-247A GS/MB receivers at its
basic building blocks. These receivers were reconfigured to meet form-factor and interface specifica-
tions. To comply with all operational requirements Bendix analyzed both in-house and field experiences
for the basic sets. This review led to incorporation of improved components and circuitry derived from
existing ARINC and newer state-of-the-art VOR/ILS receivers within the commercial field.

The U.S. Army contract with Bendix includes a Reliability Improvement Warranty Clause (RIW). The
terms and conditions of the RIW Clause require Bendix to assume responsibility for the field reliability
and repair of each receiver for a minimum period of four years. Concurrent with the implementation of
the RIW, the U.S. Army is studying the overall effectiveness of RIW vs alternative forms of maintenance.

LIST OF SYMBOLS AND ABBREVIATIONS

FAA - Federal Aviation Agency
ICAO - International Civil Aviation Organization
VOR - VHF Omnidirectional Ranging
LOC - Localizer
GS - Glideslope
MB - Marker Beacon
RIW - Reliability Improvement Warranty
O&S - Operational and Support
O&R - Overhaul and Repair
TSO - Technical Standard Order
ILS - Instrument Landing System
RTCA - Radio Technical Commission for Aeronautics
MTBF - Mean Time Between Failures
CDI - Course Deviation Indicator
ARINC - Aeronautical Radio, Inc.
ECP - Engineering Change Proposal
ATR - Air Transport Rack
LCC - Life Cycle Cost

EMI - Electromagnetic Interference
EMC - Electromagnetic Compatibility
RMI - Radio Magnetic Indicator

1. INTRODUCTION

In May 1975 a contract was awarded competitively to Bendix Avionics, Ft. Lauderdale, Florida, for a
quantity of 2000 AN/ARN-123(V) VOR/ILS Receiving Sets*. These sets provide U.S. Army fixed and
rotary wing aircraft with a relatively low Cost, small, lightweight airborne navigation receiver capable
of meeting current and proposed FAA and ICAO regulations in this category. The radios are required
to enable U.S. Army aircraft to fly civil airways in the United States, Western Europe and other areas
where this type of navigation is available. A photograph of the AN/ARN-123(V) is shown in Figure 1 and
the R-1963/ARN in Figure 2. A summary of key operational/performance characteristics of the
respective receivers is presented in Table 1.

Under the same contract a quantity of 1000 R-1963/ARN GS/MB Receivers was procured to augment
existing AN/ARN-82 VOR/LOC Receivers.
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TABLE 1

OPERATIONAL/PERFORMANCE CHARACTERISTICS

DESCRIPTION AN/ARN-123(V) R-1963/ARN

Operating Frequencies VOR/LOC: 108.00 - 117.95 MHz
GS: 329.15 - 335.00 MHz Same
MB: 75 MHz Same

No. of Channels VOR: 160 (50 KHz Spacing)
LOC: 40 (50 KHz Spacing)
GS: 40 (150 KHz Spacing) Same

Manual VOR Bearing Accuracy t 0.750

Rotor Modulation Protection Yes

Self Test Yes (VOR, MB)

Size Less than short 1/2 ATR IAW Less than short 3/8
ARINC 404 ATR IAW ARINC 404

Weight 12.0 lbs 4.9 lbs

All Solid State - No Moving Parts Yes Yes

Power Requirements 27.5 VDC @ 39W 27.5 VDC @ 7.5W
26V @ 400 Hz @ 21VA

Temperature -46 0 C to +55 0 C Same

Altitude 30,000 Feet Same

Vibration 5G (Max) Same

2. TECHNICAL APPROACH

The Bendix Contract required that the AN/ARN-123 be a 50/150 KHz "split" channel receiver capable of
meeting current (and proposed future) RTCA requirements, have reduced susceptibility to rotor modulation,
have improved EMI characteristics in excess of DO-138 and demonstrate a minimum MTBF of 700 hours
at maturity. The associated RIW Clause required that an MTBF and maintenance reporting/assessment
system be established to provide the U.S. Army and Bendix with a method of monitoring the status of the
RIW program.

3. DESIGN HIGHLIGHTS

The RN-242A and GM-247A receivers were designed to meet the requirements of RTCA documents
DO-114 (VOR), DO-131 (LOC), DO-132 (GS), DO-143 (MB) and the DO-138 Environmental Requirements.
For the AN/ARN-123, Bendix used existing receiver sub-assemblies, with relatively minor modifications,
to meet these RTCA specifications and DO-153 which has superseded DO-114.

The VOR/LOC converter design was updated to provide the desired rotor modulation immunity and
bearing accuracy. An electrically synthesized, solid state, automatic bearing output was incorporated.
This new circuitry was adapted in part from Bendix RVA-33A VOR and RIA-32A ILS receivers (designed
per the latest ARINC requirements) and from the new generation Bendix BX 2000 series models.

The VOR/LOC converter utilizes high-performance operational amplifiers in active-filter and phase-
shifting networks and high-stability resistors and capacitors to assure bearing accuracy and stability with
time and temperature. The deviation and alarm output circuitry also utilize high-performance operational
amplifiers in voltage-source outputs which allow operation with differing numbers of Course Deviation
Indicators (CDI's) without requiring external load resistors.

The marker beacon printed circuit board was modified to provide improved preselector and lamp filter
circuits to meet the specified EMI requirements of MIL-STD-461. The lamp filters were designed using
the same component and circuit types as used in the VOR/LOC converter.

The sub-assemblies, with the exception of the power supply/RMI driver, were mounted on two hinged-
interface boards shown in figure 3 which fold out of each side of the chassis. These interface boards
provide cost effective, reliable interconnections for the subassemblies, termination for the front panel
connectors and a mounting base for shields (where required).
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The Power Supply/RMI Driver was mounted on a heat sink on the rear of the unit to allow dissipation of
heat generated by the voltage regulators and RMI-output transistors. This subassembly connects to the
interface boards by a small wiring harness assembly, the only wiring harness in the unit.

3.1 Rotor Modulation

Susceptibility to Rotor Modulation, (also referred to as Clarksburg Effect) is amplitude modulation of the
VOR signal in space by helicopter rotor blades. This susceptibility was a prime concern of the U.S.
Army. Many helicopters have rotors that operate in a frequency range around 30 Hz; the bearing signal
frequency of VOR. Operation in this range can result in either a bearing error or the presentation of an
unstable bearing display to the pilot. This effect cannot be entirely eliminated; However, by judicious
selection of receiver AGC-response time, VOR-converter processing circuitry and optimized output-
damping circuits the effect of rotor modulation can be greatly reduced. This reduction allows operation
of VOR receivers on helicopters as long as the rotor is not operated in the critical range of 29. 5 Hz to
30.5 Hz.

Based upon the minimum performance requirements of RTCA DO-153 and known operational requirements
the selection of the AGC-response time and output-damping circuits are readily accoriplished. However,
the receiver overall performance in many applications can still remain unacceptable even after these
characteristics have been ostensibly optimized. Additional performance improvement was obtained by
modifying the VOR-converter circuitry. The Bendix approach was in the utilization of 400 Hz VOR
output signal processing. This technique includes a 30-Hz synchronous detector, that first detects the
30-Hz VOR bearing signal and then applies it to a 0. 1 Hz low-pass filter. The D.C. output is then
chopped by 400 Hz to provide the output signal for the CDI and RMI. The low-pass filter provides high
attenuation to signals as near as 0. 3 Hz to the 30 Hz signal allowing the time constant seen by the pilot,
when adjusting the bearing selector for the CDI, to be minimized while providing the damping necessary
to obtain a stable deviation output signal.

3.2 Electromagnetic Interference (EMI)

Electromagnetic Compatibility (EMC) is an important and critical parameter on a military aircraft. To
assure that the AN/ARN-123 did not interfere with and was not susceptible to interference from other
sophisticated electronics systems on U.S. Army aircraft the receiver was required to have 20 to 40 dB
less emissions or susceptibility than required by RTCA DO-138. Bendix provided this improved EMI
performance using commercial techniques, without the use of expensive EMI filters and EMI gasketed
dust covers. Chip or disc ceramic capacitors and ferrite beads were used rather than fragile EMI
filters. In situations where circuits required shielding printed circuit board-mounted shields were
employed utilizing the ground plane of the board as one side. This approach to the EMC solution has
proven to be both cost effective and reliable.

3.3 Reliability

The use of existing commercial receiver techniques in the design of the AN/ARN-123 provided a cost
effective approach to meet the required MTBF of 700 hours. By using existing commercial receiver
circuitry, Bendix was able to meet the MTBF requirement utilizing commercial components which have
proven reliable in these receiver applications with no special screening or testing. Only the normal
receiving inspection and contractually required equipment burn-in tests were performed. The
AN/ARN-123 was subjected to a 48 hour burn-in, the last 24 hours of which are required to be failure
free. The set had to meet designated MIL-STD-781B Reliability Tests. These reliability tests have
demonstrated a cumulative MTBF in excess of 1000 hours.

At this time the field returns and data are inadequate to determine operational MTBF. However, on a
Life Cycle Cost (LCC) demonstration currently conducted by the U.S. Air Force with A-37 aircraft on a
VOR/ILS receiver of similar design (AN/ARN-127), the MTBF has reached 800 hours over a eight month
period and is continuing to mature. Based on the reliability demonstrations and other field experience,
the AN/ARN-123 is expected to mature to an operational MTBF in excess of 1000 hours.

3.4 Data Collection

Inherent within any reliability requirement is a reporting system which facilitates the identification of
problems and monitors the reliability of the equipment. To assure that visibility of problems was
provided to both Bendix and the U.S. Army, the contract required submittal of several production and
field performance reports. The U.S. Army was given Failure Analysis Reports on all production burn-in
and sampling test failures. A computer program was developed to facilitate analysis of failure trends
within Bendix and the results of all failure analysis reports were entered into the computer. This program
aided in the identification of two minor problems which resulted in preparation of the only Bendix initiated
ECP's during production of the AN/ARN-123. Bendix generates continuing monthly reports on field
performance with annual MTBF assessments which analyze the year's performance in detail. The
reports identify returned units by serial number, ECP status, failures experienced, parts replaced,
labor required, cost of repair, and hours of operation. The report data will allow the determination of
the operational MTBF being experienced and aid in the analysis of the trade-offs of RIW vs organic
maintenance by the U.S. Army.
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4. THE RELIABILITY IMPROVEMENT WARRANTY

For many years, commercial airlines, for their avionics equipments, have successfully employed the
manufacturer warranty repair concept. As a result of these favorable experiences, HQ Dept of the Army
directed that the AN/ARN-123(V) be utilized as the pilot program to introduce and test the long term
RIW concept for U.S. Army military avionics. (It shoulr, ie noted that subsequent to the AN/ARN-123
program, a number of other Army avionics equipm,.A::. were procured with an RIW Clause).

4.1 What is RIW?

Simply speaking, RIW is a concept that commits the contractor to provide total repair support of his
equipment for a relatively long period of time (typically four or more years) at a contractual line item
bid price. The contractor then shares some of the risk of fielding the equipment.

4.2 Advantages

For the U.S. Army, the RIW offers monetary incentives to the contractor to ensure that his equipment
improves in reliability and maintainability after deployment to the field. Improvements in these areas
can lead to considerable operational and support (O&S) cost savings. It is estimated that the O&S portion
of life cycle costs can vary up to ten times that of the initial material acquisition costs.

For the contractor, the RIW concept provides an excellent opportunity for additional profits if the
equipment's reliability and maintainability goals are exceeded; but, as might be expected, losses can be
incurred if they are missed. Therefore, the contractor has the continuing incentive to improve field
reliability so that equipment failure problems are minimized in order not to have repeated returns to the
plant for repair.

4.3 RIW vs Organic Maintenance

The RIW offers a number of potential advantages over in-house (i.e., organic) maintenance. These
include the following.

1. The contractor must quote a fixed price for performing total repair services during the
initial designated RIW period in a competitive environment. For the AN/ARN-123 program, the RIW
cost is about 2. 6% per year of the hardware acquisition cost over the initial four year period.

2. Because all failed sets are returned to the contractor for repair, his engineers can
analyze failure modes and patterns and take more expeditious corrective action than that possible with
depot repair.

3. Initial software costs are substantially reduced as comprehensive Technical Manuals,
depot training, provisioning, etc., associated with organic maintenance are not required. It is apparent
that if the RIW is implemented for the life of the equipment, then these expenditures will never be
necessary.

4.4 AN/ARN-123 RIW

Highlights of the RIW Clause in the Bendix Contract are shown in Table II. Note that the clause containsincentives for both the Army and contractor to improve the refiability, maintainability and the logistics
flow of the equipment. If contractual performance criteria are not met, either party will incur penalties.

TABLE II

AN/ARN-123 RELIABILITY IMPROVEMENT WARRANTY CLAUSE

1. Forty-eight months starting upon Gov't acceptance of each receiver.

2. Contractor repairs or replaces equipment failures for price bid on contract.

3. Exclusion clause for Gov't induced damage or failure-Gov't pays via overhaul and repair (O&R)
contract.

4. Contractor must repair and re-ship equipment within 20 days or be subject to penalty.

5. Gov't subject to penalty for 30% or greater unverified failures in given period.

6. No cost ECP's to improve reliability and maintainability encouraged.

7. Joint contractor -Gov't inspection of all incoming receivers.
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TABLE II

AN/ARN-123 RELIABILITY IMPROVEMENT WARRANTY CLAUSE (Continued)

8. Contractor maintains warranty data accumulation, analysis and reporting system.

9. Initial decision to extend RIW or enter alternative maintenance made two years after initial
production start.

4.5 Contractual Adjustments

In addition to the above, the typical RIW Clause may contain one or more of the following adjustments.

(a) Average Operating Hours/Month (AOT) -- If the equipments field AOT utilization is
determined to be above a designated contractual figure, the contractor will be payed a certain pro-rated
monetary sum; whereas, if it is below, he will have to rebate the Army.

(b) MTBF Guarantee -- If the field MTBF falls below a guaranteed number, the contractor
is penalized. The penalty may take the form of providing more spares, additional quality assurance
testing not previously programmed, or an extension of the warranty period. I

(c) Lost or destroyed sets -- If a set is lost or destroyed, credit for the unused portion of
the RIW is given to the Army.

4.6 RIW Logistics

Three types of material logistics and accountability procedures in the repair cycle are currently planned
for RIW utilization. Each will be studied for its overall effectiveness. They are the following:

(a) The receiver, which is returned by the user unit to the plant, is repaired and sent bek
to the same unit. Al the float stock is deployed to the field. This approach is being utilized for the
AN/ARN-123(V) program.

(b) A bonded warehouse, stocked with a relatively small number of float sets, is set-up at
the contractor's plant. When a returned set is received at the plant, another is immediately removed
from the warehouse and forwarded to the user unit. The returned receiver is then repaired and placed
in the warehouse. With this procedure the turnaround time is thereby reduced by the time necessary to
repair that particular set.

(c) A bonded warehouse is also set up that typically contains the bulk of the float stock.
After failure of a set in the fie'i. the user unit sends an electronic message (i. e., Telex, TWX, etc.) to
the contractor's plant. Upon receipt ,f the message, the contractor immediately removes a receiver
from bonded storage and ships it to the user unit. Meanwhile, the unit expeditiously initiates the return of
the failed set to the contractor. With this approach the turnaround time is further reduced by both the
time necessary for shipment into .. e plant and the time required to repair the set.

4.7 Contractor In-Plant Handling

Most sets returned to the plant will be classified as normal RIW returns -- that is, they will be repaired,
retested and repackaged for shipment. However, a number of their sets will be "excluded" from coverage
in accordance with the terms and conditions of the RIW Clause. Reasons for exclusion include physical
damage, broken seals, willful mistreatment, etc. Sets falling into this category are paid for under a
.Separate (ontractual overhaul and repair agreement.

('- if the areas that may result in significant contractor penalties is the "epair turnaround time.
-hu re" ire. it IS vitally important that returned receiver shipments be immediately recognized as being
,ru, r 1 , , cate,rmzed as to failure type (verified, unverified or exclusion) by joint contractor and

,,, ,.i iipe.,tl .And rapidlv introduced, when applicable, into the repair cycle.

* , F i*.id t~'lr.riP p.s tnd Observations

0 .' 4t r -, nor, r*wr f returns are not properly documented. For example, it is
- , , ..... 1 At , ,. dntifrictin i-f the sending imit, apparent failure symptoms

,..- , C-I ,I.N- A such f.ctor aP usage rates, MTBF, -%clusions
, .. ,. .. w. in# r-.41, i. Ali, A sni.al Amount of sets have

ipi. mmui iait d Yainten~anc. miAy have been

I I'*e,~e uJ4)i -upjsirt

*~~~, O it .
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handling and lengthy delays are not in tune with RIW phik.cophy. Lack of training results in high
percentages of non-verified failures, extended turnaround times, misdirection of shipments and poor
warranty documentation. All of these problem areas have an impact upon equipment availability.

4.9 RIW Field Team

Based upon early experiences, it was decided that in order to effectively introduce, teach, and monitor
RIW procedures for avionics equipments, a U.S. Army RIW Field Training Team be established under
the leadership of a field grade officer. The team's mission is to visit the field carrying suitable
documentation necessary to educate and train the troops who are handling RIW avionics in the logistics
support loop. In addition, the team serves as a focal point to evolve/promulgate RIW policy and procedures
within the Ft. Monmouth, N.J. complex.

4.10 RIW Effectiveness Study

With the assistance of ARINC Research, Inc., Annapolis, MD, an RIW Computer Study Model has been
developed that will enable the U.S. Army to determine the overall effectiveness of the AN/ARN-123 (and
other avionics equipment) warranty as relevant data is programmed. At future maintenance decision
points, the computer output will be employed in determining government positions for use in either
negotiating further extensions of the RIW with the contractor or, alternatively, the study may recommend
immediate transitioning to U.S. Army organic maintenance. In addition, in the case of the AN/ARN-123,
with its similarity to the AN/ARN-127, the possibility of an interservice repair agreement exists. This
approach is being investigated as one of the maintenance options.

5. CONCLUSIONS

The initial acquisition cost of the AN/ARN-123 and R-1963/ARN was considerably lower than that projected
for a comparable military set. Reports from the field indicate that both receivers are operationally
performing in a highly satisfactory manner. Thus, the adaption from commercial to military end use
has been successfully accomplished.

It is still too early in the AN/ARN-123 program to assess the overall effectiveness of its associated
RIW. Every effort is being made to ensure a fair trial through adequate training of field logistics
personnel in RIW policy and procedures.

If successfully implemented the RIW offers the prospect, for all avionics equipments, of increased field
Reliability, Availability and Maintainability (RAM) with a consequent reduction in overall equipment life
cycle costs.

A a
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Fig. 1 AN/ARN-123 Radio Receiving Set

1Fig. 2 R-1963/ARN Radio Receiver



23-8
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Fig. 3 AN/ARN-123 Radio Receiving Set with Covers Removed

WARRANTY NOTICE r
1. THIS UNIT IS UNDER
WARRANTY UNTIL / /

2. DO NOT BREAK OR TAMPER
WITH WARRANTY SEAL.

3. VERIFY FAILURES USING APPROVED PROCEDURES
AND TEST EQUIPMENT OF TM 11-5826-258-24

4. RECORD REASON FOR REMOVAL & TEST FINDINGS ON FORM DA-2407
5. PACKAGE IN ACCORDANCE WITH SECTION 11 OF TM 11-5826-258-24

AND RETURN TO BENDIX AVIONICS 2100 N.W. 62nd ST.
FT. LAUDERDALE, FLORIDA 33310

C-10048/ARN-123(V) SERIAL NO.

INSTALLATION DATA CONTRACTOR'S

A/C A/C DATE & TIME TOTALIZING METER USE ONLY
TYPE NO. IN A C TTM OUT A/C TTM CODE NO.

2

Fig. 4 Typical Warranty Notice
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EMULATION APPLIED TO RELIABILITY ANALYSIS OF RECONFIGURABLE,

HIGHLY RELIABLE, FAULT-TOLERANT COMPUTING SYSTEMS

FOR AVION!CS

Gerard E. Migneault
NASA Langley Research Center

Hampton, Virginia

SUMMARY

This paper proposes that emulation techniques can be a solution to a difficulty arising in the
analysis of the reliability of highly reliable computer systems for future commercial aircraft, and thus
should warrant investigation and development.

The paper first establishes the difficulty, viz., the lack of credible precision in reliability
estimates obtained by analytical modeling techniques. The difficulty is shown to be an unavoidable
consequence of: (1) a high reliability requirement so demanding as to make system evaluation by use
testing infeasible, (2) a complex syste; design technique, fault tolerance, (3) system reliability
dominated by errors due to flaws in the system definition, and (4) elaborate analytical modeling tech-
niques whose precision outputs are quite sensitive to errors of approximation in their input data.

Next, the technique of emulation is described, indicating how its input is a simple description of
the logical structure of a system and its output is the consequent behavior. Use of emulation techniques
is discussed for "pseudo-testing" systems to evaluate bounds on the parameter values needed for the
analytical techniques.

Finally an illustrative example is presented, albeit for a fanciful small scale application, to

demonstrate from actual use the promise of the proposed application of emulation.

INTRODUCTION

Research efforts are underway to develop more efficient civil transport aircraft for the future. One
facet of the effort involves active control technology which implies greater reliance upon computer
systems in order to obtain maximum benefits. This paper discusses the need and justification of develop-
ment and investigation of emulation techniques as adjuncts to theoretical reliability analysis models of
fault tolerant avionic computer systems.

REQUIREMENT FOR FAULT TOLERANCE

Designs of fault tolerant computer systems have arisen in response to anticipated needs of future
civil aircraft (Bjurman, B. E. et al., 1976), (Hopkins, A. L. et al., 1978), (Wensley, J. H. et al., 1978).
Requirements for reliability of systems and associated components have been inferred from the expression
"extremely improbable" in regulatory documentation pertaining to safety in commercial transport aircraft
(FAA, 1970). The following, variously worded, informal statements indicate the range of interpretations:

"Thus we have a reliability requirement of 10-8 per hour of operation for a level 1 or level 2
function with no internal or external backup. * (Ratner, R. S. et al., 1973)

a number less than or equal to 1x1O -9 has been imposed ... to represent the probability of
an event designated as extremely improbable. ... Loss of the CCV/FBW function, given a fault-
free system at dispatch, shall be extremely improbable." ** (Bjurman, B. E. et al., 1976)

"... the computer's failure rate will be designed below 10-9 failures per hour in flights of upto ten hours duration, with a preferred goal of 10-10 failures per hour." (Smith, T. B. et al.,

1978)

the extrapglated failure of the design in context with production system application shall
not exceed 10- computer-related system failures in flights up to ten hours." (sic) (NASA, 1978)

As an average of the interpretations, and for discussion purposes, an equally informal statement is
adopted here as the requirement, viz.,

the probability that a system containing no failed components at the start of operation will
fail during the first ten hours of operation will be less than approximately 10-9

in which the term "failed components" refers, in a conventional manner, to failures caused by physical
defects occurring randomly in time, and in which a system is considered to have failed when it has not
correctly performed the function required of it as a subsystem in a larger, encompassing system.

Temporarily disregarding failures due to causes external to system; or to inadequately or incorrectly
designed and implemented systems, one can determine that, in order to setisfy the reliability requirement,
a computer system constructed of dcvices (in turn constructed of more basic components) with independent

* Levels pertain to criticality of functions.
**CCV/FBW = control configured vehicle / fly by wire.
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faiire distributions and constant failure rates would require, if it were intolerant of the failure of
any of its constituent devices, a mean time to failure (MTTF) of approximately ten billion (01 u) hours
for the least reliable of the devices. Such a system is unlikely to see the light of day in the near
future, to say the least, since realistic, available devices such as processors, memories, etc., from
which systems can be constructed, do not have such lengthy MTTF's; values in the range from 102 to 105 are
more reasonable. Consequently, computer systems intended to satisfy the reliability requirement have been
designed to tolerate failures.

A CONSEQUENCE OF FAULT TOLERANCE

Several characteristics of fault tolerance give rise to a need to examine explicitly the reliahility
implications of a failure mode conventionally handled implicitly by testing actual systems.

One rather obvious characteristic of a fault tolerant system is redundancy of components -- at the
very least when in an initial condition free of failed components. In the case of systems with require-
ments for reliability stated in terms of the first few hours or a small fraction of expected equipment
lifetimes, the characteristic implies renewal activities which will be often repeated. While some form of
verification that systems are still in a (perceived) fault-free condition will be a minimum renewal
activity, the MTTF's of realistic, avionic devices insure that a not insignificant amount of repair
activity will also be needed -- to return systems to the fault-free, initial condition needed to fulfill
the assumptions underlying the reliability estimates. The characteristic further suggests, other things
unchanging, that the more "multifunction" the constituent devices are, the more efficient the systems are
in terms of total equipment used and maintained. Therefore, there is an economic pressure for designs
utilizing multifunction devices such as microprocessors with software. However, a cost is incurred in a
different coin, i.e., greater complexity in the synthesis, logic and analysis of systems with parallel
and/or intersecting signal and data paths and time-shared use of resources and algorithms.

Another necessary characteristic of a fault tolerant system is its possession of an agent or mechanism
capable of detecting failures in devices or components and utilizing available redundancy to nullify
failures. This characteristic may be accomplished in a passive manner when some convenient property of
nature permits -- a simple example is parallel rather than series wiring of Christmas tree lamps to avoid
an open circuit failure caused by one defective lamp -- or, as appears more likely to be necessary in com-
plex systems, in an active manner by the addition to a redundant system of still more devices and/or logic
to act as detectors and nullifiers. Of course, a price is paid again in increased complexity.

There is a notion which merits a few words as it occasionally arises at this point. The notion is
that the reliability requirement is unnecessarily stringent, as witnessed by the ten billior. (1010) hour
MTTF previously cited. However, that value was for a fault intolerant system, a "series" system, and is
inappropriate as an approximation of the MTTF of a fault tolerant system of equivalent reliability at an
extremely early stage of its expected operation, i.e., ten hours, for one reason because the variance of
time to failure of fault tolerant systems tends to be much less than that of series systems. For example,
Figure 5 compares the failure density distribution of two systems having the same mean (i.e., same MTTF).
Density A is a series system. Density B is a representation (specifically a 2 out of 5) of a parallel
redundant system. Clearly, at an early stage in their operation, the parallel system has a greater relia-
bility. A better approximation is provided by the MTTF of systems composed of several r-out-of-n sub-
systems (i.e., n parallel, identical devices of which r must be operating for the subsystem to be operating)
in series. A system consisting of a single r-out-of-n subsystem serves as a reasonable upper-bound estimate
of the MTTF of a fault tolerant system when the representative constituent device chosen is the fault
tolerant system's "worst" (i.e., the device type with the greatest MTTF in the set of constituent devices
whose functions cannot be performed by any combination of the other device types of the system; a processor
would be in this set). Assuming, as before, that constituent devices have independent failure distribu-
tions and constant failure rates, one can show that an r-out-of-n system has a MTTF not very much different
from that of its constituent device, and quite likely less because of factors accounted for by "coverage".
Figure 1 contains a simplified behavior model of an r-out-of-n system. Each state corresponds to a set of
possible configurations having a stated number of operating constituent devices. The transition rate out
of a state is the appropriate multiple of the constant failure rate, X, of one device. Since, given the
occurrence of a component failure, a successful transition to another operating state of less redundancy
is problematical, so-called "coverage" parameters, Ci, conditional probabilities of successful transition
given a failure, are included. Unsuccessful transition is assumed to mean immediate systei failure.
Usually the coverage parameters are associated with systems having active recovery processes, but they are
also applicable to passive mechanisms as long as there are transitions which can qo awry among distin-
guishable, operating states. No distinction is made here. Recognizing tiiis model and assumptions as a
Markov process, one can develop the appropriate differential equations for the stochastic process
(Feller, W., 1966) and determine in i straightforward manner that the probability of system failure is
represented by the expression

n-r

1 e-nXt E aj (n)(ell - I~
where a0 = 1 and aj = 1Lr Ci for j = 1, 2, ... , (n-r).

il=1

Ratios of system MTTF to constituent device MTTF are tabulated for various comblntions of values
of r, n, and Ci in Tables I and 2. In Table 1, Ci = 1 for all i, implying that coverage is perfect.
Although the ratios are independent of the constituent device's failure rate (or equivalently, MiTF), not
all combinations of r and n are useful, given a specific device failure rite, when the 10-9 requirement
is considered. For instance, a device with MTTF less than lOP hours could be used to construct systems of
zones p-1 and lower but not zones P or higher. More specifically a device with MTTF of fiv' thousand
(5 1O3) hours would not be used to construct systems of zones 4 and 5. In Table 2, C1 - n.9 and Ci - 0.'
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for all i 1, which is excessively poor coverage since systems are all in zones 9 or higher. In all
cases in both tables, the ratios do not differ from 1 by an order of magnitude. Hence, to the extent that
fault tolerant systems are represented-by r-out-of-n-systems, a simple and reasonable approximation to the
MTTF's of such systems appears to be simply the MTTF of the "worst" device type, a far cry from the ten
billion (1010) hour value.

However, having identified a better approximation to MTTF for fault tolerant systems, it is well to
note that, in the application of interest, the systems will be effectively renewed every ten hours or so.
Hence MTTF, in the conventional sense of an unrenewed system used until system failure as computed above,
is not descriptive of system use. In order to consider the relationship of the reliability requirement to
safety, it is more meaningful to estimate the probability of system failures, to be considered emergency
situations, during the lifetime of a fleet of aircraft with realistic policies for renewal. Therefore,
assuming (1) systems meeting the 10- requirement when all failure modes are considered, (2) system
renewal after every ten hours of operation, and (3) a fleet of two thousand (240 ) aircraft each with a
lifetime of sixty thousand (6404) hours, the probability is approximately 0.01 that one or more emergency
situations will occur because of a computer system. It is a matter of judgment, no doubt tempered by
economics, whether or not any greater risk to safety is acceptable. Indeed this estimate does not con-
sider latent failures, i.e., conditions where physical defects have occurred but have not yet contributed
to a data error because the failed components have not been party to a computation. Such a mechanism could
be modeled as an aging effect on the systems -- despite periodic renewals -- indicating that the value 0.01
above is optimistic. And this computation has not included any manner of considering increased complexity
as r and n varied.

Ironically the increased complexity, while ostensibly contributing to a reduction in the incidence of
system failures resulting from component and device failures, is a source of residual "definitional flaws"
in systems. The term "definitional flaw" is adopted here to denote an inadvertent system design which,
when the system is in some particular condition with some unexpected data and regardless of the presence
or absence of conventional component failures or anomalous environments, produces undesirable results which
could have been avoided by another, proper design; the term includes design errors, specification errors
or inadequacies, missing requirements, etc. It matters not whether the flaw is in software or hardware or
is the result of the correct implementation of an erroneous or incomplete specification; the root cause is
human error. One expects the incidence of such flaws to increase with growth in complexity. There is a
quite large pool of practical experience with such a failure mode -- everyone's 'btes noires', the soft-
ware bugs found in operational software systems -- which indicates strongly that the failure mode must be
included, in some fashion, in the reliability analysis of complex systems. On the other hand, in the
avionic application of interest, the level of system reliability required effectively precludes the use
of thorough, lifetime/use testing of actual systems to determine with acceptable confidence (in a
statistical sense) that the probability of system failure due to residual definitional flaws is compatible
with the reliability goals and requirement. As a consequence, more analytical methods -- for example
(Costes, A. et al., 1978) -- must be developed and relied upon to address total system (i.e., logic,
largely software, and hardware) reliability -- with "acceptable credibility".

TECHNIQUES FOR ADDRESSING DEFINITIONAL FLAWS

Analogously to "hardware redundancy", techniques for designing systems with "logical redundancy" to
(attempt to) prevent system failures attributable to residual definitional flaws are becoming a subject of
research -- and development. The software fault tolerance studies at the University of Newcastle-upon-Tyne
are a leading example of recent innovations (Randell, B., 1975). Largely as a result of the sequential
nature of software algorithms, fault tolerant software has been oriented more to a method of sequential
test and selection, in accordance with stated acceptance criteria, from among alternate algorithms in a
software system, rather than to a method of comparison and voting over the results of a number of alternate
algorithms. But parallel alternate hardware logic or concurrent alternate software algorithms in parallel
processors are conceivable mechanizations. The "logical redundancy" techniques are therefore seen to

parallel hardware.

Fault tolerant software lends itself to an especially simple behavior model, as in Figure 2(a), on
the assumption that successful recovery from a software (or logic) failure implies immediate return to the
initial (software) state. The rationale for the assumption is that the flaw responsible for the software
data error has always been present in the system, having merely not been previously activated, so to speak;
the system remains ready to function as before (i.e., correctly) once it has survived the software data
error. Indeed, one might expect to not see a second, identical software error, assuming the initial error
to have been triggered by unusual data not likely to soon be seen again. (As an aside, experiments using
the emulation technique to be discussed suggest themselves to determine whether or not software data errors
might not better be modeled as error "bursts".) Figure 2(b) is a simpler representation of the same
recovery/failure process. Again, for the sake of simplicity, software is assumed to have a constant
failure rate, W, and fault tolerant software is assumed to have an aggregate recovery parameter, k,
analogous to the coverage parameters of the r-out-of-n hardware model. Immediate system failure is assumed
to be the result of lack of successful recovery. No further elaboration of a software model is attempted
since there has been no credible empirical evidence available for the selection and justification of any
particular, ore complex, general model of system failure due to software (Thibodeau, R., 1978), let alone
the more general case of residual definitional flaws.

ANALYTIC RELIABILITY ANALYSIS: HOW CREDIBLE?

The software model of Figure 2 and the r-out-of-n model of Figure I suffice, however, to show the
difficulty, when lifetime-use testing of actual systems is not feasible, of establishing with acceptable
confidence (in the statistical sense) that systems designed to satisfy the 10-9 requirement do achieve the
reliability goal. In Figure 3, the two models are combined to represent simply a system subject to and
tolerant of both hardware component failures and errors due to residual definitional flaws (here, software).
An additional assumption i, made -- that the software and hardware are independent -- to keep the
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illustration simple again. It is possible to add more complexity in the model, but as stated before, there
is no empirical evidence to justify selecting any particular model in preference to another. Also, the
conclusion below is not appreciably modified. Again recognizing the model and assumptions as a Markov
process, the probability of system failure is computed to be

1 - e(n + -(1k))t n aj(j -

j=0

where a0  and aj are as before.

For a typical (and optimistic) value for A (-10-4 failures per hour), typical values for n (_3 to 5)
and the required value for t (=10 hours), bounds on CI , C2 and w(1 - k) required, in order for the
system to satisfy the 10-9 requirement, are calculated to be as follows:

1 C1 Z 0.999999

I C2 Z 0.9999

p(1 - k) 10-10

There appears to be little margin for error in designing systems to satisfy the 10-9 requirement. Refine-
ment of the model cannot eliminate the difficulty in estimating precisely the reliability of such systems;
it can only transform it into a need for near perfect knowledge of different parameters, for the systems
must still achieve the same aggregate behavior as above.

MORE COMPLEX MODELS

In the process of investigating fault tolerant systems (previously, principally studies of hardware)
numerous models have been developed for analyzing the reliability of such systems. Of late, investigations
have also been undertaken into models to relate the system failure modes to time-variable computational and
performance requirements, thus attaching the reliability of a system more tightly to its application
(Meyer, J., 1977), (Beaudry, M. D., 1978). Some model evaluation schemes have been "computerized" to
serve as more or less general purpose tools for the convenient analysis, in the architectural design stage,
of systems composed of complex arrangements of elements, e.g., CAST (Cohn, R. B. et al., 1974), CARE II
(Stiffler, J., 1974), CARSRA (Biurman, B. E. et al., 1976), ARIES (Ng, Y., 1976). Although they consider
details of system behavior such as recovery (detection, isolation, reconfiguration) strategies, sparing
(active, stand-by, switching) strategies, transient and intermittent fault (duration, periodicity, leakage)
modes, functional dependence among devices, nonexponential failure distributions, etc., the models still
are constructed essentially from parametric descriptions of aggregate system, subsystem and/or device
behavior in order to make use of mathematical techniques applicable to idealized stochastic process models
and for reasonably efficient computation. Hence all the models must be provided with parameter values
which need to be assumed or known, by some other means, in order to precisely represent any and each
particular system design of interest.

EMULATION

Digital Simulation

While the word "simulation" is widely used to denote all manner of techniques for, among other
purposes, analyzing the behavior of objects and their environments by means of implementation and manipu-
lation of more conveniently malleable surrogates, here the word is limited to mean the use of computer
"systems" as surrogates -- at whatever level of abstraction is meaningful to an application. The concept
of system is stressed because usefulness of a simulation scheme depends upon both software and hardware --
a characteristic more effectively utilized by emulation. For example, consider the reliability analysis
programs previously mpntioned -- CAST, etc. Although they are essentially simulation schemes which are
normally discussed without regard to host computer hardware, in any actual application, host computer
hardware will be an important constraint upon the amount of detail which it will be feasible to consider
with the programs.

Digital simulation, as opposed to emulation, at the level of gate logic has been discussed in the
literature on computers and considered as a tool for design and fault (signature) analyses of digital logic
circuits at levels of detail ranging from simple (e.g., assuming gates to have only two possible output
values) to complex (e.g., allowing undefined values of gate outputs and various timing anomalies)
(Szygenda, S. and Thompson, E., 1976). For the analysis of circuits the sizes of microprocessors, memories
and larger, in practice simulation techniques at the aggregate, functional behavior level begin to displace
gate level simulations (Menon, P. and Chappell, S., 1977) as the gate level simulation costs become pro-
hibitive when compared to perceived benefits.

However, for the purposes of reliability analysis of fault tolerant systems, gate level simulation
warrants considerable cost in view of the conclusion to be drawn from the preceding paragraphs that, at
the levels of reliability of interest, the probability of failure of such systems is less dependent upon
the mode of failure resulting from depletion of redundant resources than it is upon the less well under-
stood and questionably modeled modes considered under the terms "coverage" and "definitional flaws". A
similar conclusion to the effect "that the introduction of a redundancy at the hardware level increases the
relative influence of software faults" is made elsewhere (Costes, A., 1978). Unfortunately, while the costs
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could be suffered, in light of the benefits, gate level simulation is not a feasible technique for appli-
cation to questions involving chance events and repeated trials because it is time consuming -- orders of
magnitude slower than likely target systems.

Emulation vs. Simulation

In ordinary use, the word "emulation" means an endeavor to equal or excel; in the present context, it
is reserved for a particular technique of implementing simulation possible when a host computer is micro-
programmable. In order to avoid cc'ifusion, "simulation" acquires the added meaning here of being distinct
from "emulation". Microprogramming is significant because it allows a final definition of a computer's
apparent" instruction set to be postponed until after the definition of hardwired logic is completed,

and it does this with an acceptably small risk that the hardware logic will need redesign. This happens
because a "real" instruction set is defined by the hardwired logic, is at a quite primitive level, and is
tailored especially for executing algorithms which, in turn, become operational definitions of less
primitive operations -- the "apparent" instruction set.

Thus it may be said that a computer defined by an "apparent" instruction set does not really exist;
it is "emulated" by microprogranable hardware by means of microcoded algorithms. Admittedly, variations
in efficiency of variant microcode operations vis-a-vis various "apparent" instruction sets may exist, but
they can be ignored for the present purpose. What is notable is that, given reasonable care not to mis-
match host and target computers, microprogrammable computers can perform in the role of an "apparent" com-
puter approximately as efficiently as a hardwired version of the "apparent" computer would. Note that
"emulation" is at a level of detail which permits software implemented for another, "apparent", target
computer to be executed "directly" by a host computer. That is, no modification of the target software is
needed to make it compatible with the host computer, and no special software on the host computer needs to
be generated (more specifically, no simulation program in an "apparent" instruction set on the host to
interpret the instructions of the target software and mimic the target computer) as would be needed on a
nonmicroprogrammable computer.

Use as a Diagnostic Tool

Addition of diagnostic, control functions in the microcode permits a host computer to act not only as
a surrogate but also as a device for observing and recording (and possibly analyzing) target software per-
formance in an ostensibly natural environment. Such "diagnostic emulation" use is becoming more common in
the development and maintenance of special software systems and is, seemingly, "emulation" in the
dictionary sense. As might be expected efficient use of such a diagnostic system requires support capa-
bilities for readily modifying microcoded algorithms defining target computers. Such facilities are
beginning to be developed -- for example, EMULAB (Clausen, B. et al., 1977). What has been less well
considered is the fact that such capabilities can be extended to permit analysis not only of software but
also of systems (i.e., software and hardware) -- and not only as they are intended to be but also as they
are not. By generating the defining microcode such that it represents target computers in sufficiently
fine detail combinations of failures in individual components, anomalous data, and definitional flaws can
be introduced and their effects at the system level observed rather than assumed. Thus e..ilation provides
a conveniently manipulated failure effects analysis tool. In addition the manner in which an emulation
technique is implemented, with automated diagnostic and system and environment controls, lends itself to
use for "pseudo-testing" as in Figure 4.

In general, emulation can be used to generate repeated trials of "emulated" systems from which
failure ratios and histograms can be tabulated for analysis -- hence, aggregate behavior models verified
and parameter values estimated with some measure of confidence (in a statistical sense). Clearly, assump-
tions about the manners and rates of occurrence of failures and flaws must still be made in order to intro-
duce these last into the emulations. However, while the credibility of precise assumptions will still be
questionable, it should be possible to develop credibly pessimistic assumptions to attempt to demonstrate
that particular fault tolerant system designs exceed the reliability requirement.

While, also in general, the use of emulation to perform such "pseudo-testing" is limited by the
efficiency (i.e., computa.ion speed) of the emulation technique and equipment, it appears reasonable to
state that it is less restricted than in the case of digital simulation. Given the previously described
need and difficulty of establishing the reliability of the fault tolerant avionic computer systems of
interest, emulation techniques merit firther investigation.

SAMPLE EXPERIMENT

Scope

An effort of limited scale was undertaken in order to determine whether or not an emulation scheme
could be devised which would be sufficiently efficient to support cnalyses of target systems of meaningful
sizes and complexities, and to demonstrate that such a scheme could be implemented in a manner convenient
for analysis purposes by users not well versed, if at all, in the emulation scheme itself. As a demon-
stration, a sample analysis bearing upon reliability of fault tolerant systems was chosen.

The effort was experimental; time and effort were expended searching out efficient implementations
and superior microprogramming capabilities to support the implementations. Consequently no commitment to
any specific microprogrammable hardware was desirable initially. The experiment was performed on a large,
general purpose computer whose underlying microcode was sacrosanct. For this reason emulation was really
simulated. This list level of complication can be accounted for by introducing a time scale factor; it is
otherwise ignored here. While some variant emulation algorithms which have been conceived have not yet
been implemented and examined, the effort has provided a basis for selecting microprogrammable hardware
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for further studies. Here, however, the experiment is discussed merely to illustrate an actual, rather
than speculated, application of emulation to reliability analysis.

Emulation Technique

The scheme selected consists of an algorithm generated independently of any target computer.
Descriptions of particular systems to be emulated are provided to the algorithm at the time of operation.
The method is referred to as "table-driven" in contrast to a "compilation" method in which a hardware
description is input to a hardware description language "compiler" which generates a computer program to
emulate one specifically defined computer. The table-driven method was chosen because it was believed to
facilitate the infusion of failures and to provide better visibility to a user. That is, the target hard-
ware is visible as a distinct entity at emulation time rather than being dispersed and buried inside the
workings of an emulation program, and failures and faults can be added and removed without altering the
cyclic nature of the algorithm.

From a user's viewpoint, the emulation is visualized as the repeated transformations of two variables.
One variable, Sn, describes the structure of the system at time step n. The variable is essentially a
matrix which identifies the interconnections among the logic elements in a system, and also identifies the
functional behavior of each element. The most primitive element permitted is a generalized gate to which
constant behavior characteristics (neither correct nor faulty to the emulation algorithm) are attached.
More complex elements such as flip-flops and tristate devices are also permitted, if desired, as primitive
elements to be manipulated as indivisible entities by the emulation algorithm. (For the experiment, the
algorithm was limited to elements with scalar output values.) For example, a logic element X might have
been identified to act as a four (4) input NAND gate driving six (6) other identified elements and supposed
to have an irregular input-to-output signal propagation time. Hence, Sn is effectively a time-varying,
annotated logic diagram.

A second variable, Vn, is a vector containing the output values, at time step I, of each of the logic
elements defined in Sn. Target software corresponds to a subset of this variable, viz., those values
corresponding to l(gic elements defining some of the emulated system's memory.

A third auxiliary variable, Fn, can be visualized as a source of external perturbations into the
emulated system -- affecting Sn , Vn, or both. As currently implemented, this variable is generated
separately from the others in order to increase the speed of the emulation computations. It represents
the source of random failures, flaws, and anomalies at either preselected or random times and control over
the emulation process.

The emulation algorithm, a time invariant transformation, is a collection of techniques (so-called
'selective trace", linked lists, data compression, parallel processing -- untested because of the limita-
tions of the general computers previously mentioned --, event scheduling) consistent with a model of the
behavior of a "generalized" logic element over an arbitrary time step.

SAMPLE ANALYSIS: LATENT FAILURES

The experimental analysis performed was a study of the efficacy of five (5) particular algorithms,
each with a different instruction mix, as detectors of component "stuck-at" faults (i.e., latent failures)
in a particular "play" system. The analysis is documented in detail in (Nagel, P., 1978).

The "play" target computer was originally generated (i.e., defined at the gate logic level) as a
vehicle for checking out the initial and modified versions of the emulation algorithms, and for demon-
strating the ability of support software, a hardware description language translator and meta-assembler
for regenerating target software, to respond semiautomatically to hardware design changes. The "play"
computer has a memory of 8192, 16 bit wide words, a CPU with a count of approximately 2000 gate equivalents,
and a single input-output register/port. The logic is arbitrarily assigned to four (4) hypothetical chips:
a "clock" chip, an "adder" chip, an "op-decode" chip, and a miscellaneous odds and ends chip. The instruc-
tion set contains about a dozen basic instructions.

The emulated system were simple. The five algorithms, ranging in length from about a dozen
instructions to several hundreds, were repeatedly executed, with randomly selected initial data, and
randomly selected faults of random components. Distributions of time from fault occurrence to fault
detection (i.e., fault latency duration) were generated. Two analyses of the sort that would be of
interest in studies of fault tolerant systems were made. For one, the observed distributions were fitted
against commonly used mathematical models, e.g., exponentials, as would be done in order to determine
models and parameter values for use in reliability analysis programs. The results, of course, are not
significant, owing to the fanciful nature of the input data; still, it is interesting that the distribu-
tions were best fit by models of balls selected at random from urns. Another result, that the distribu-
tions each exhibited different nonzero probabilities of never detecting the faults, was predictable, but
only an experiment of this nature could determine the differences in magnitude. A second effort was a
search for correlations among the distinguishable characteristics of the algorithms and the distributions.
The only significant correlation found was between instruction mix and detection probability. Here too,
because of the nature of the target system, the magnitudes of the correlations can only be considered
fanciful. But the concept is useful in considering characteristics which should be avoided in algorithms
whose function is to reconfigure a system after a failure has been detected.

CONCLUSION

A case has been made for the use of emulation techniques as a needed adjunct to reliability analysis
models for highly reliable avionic computer systems. Although no conclusion about the technique's
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eventual usefulness is yet warranted, in light of its apparent usefulness as a failure modes effects
analysis tool and the promise and potential rewards of its use for probability distribution uses, further
development and investigation of the technique appears warranted and is being pursued by the NASA.
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TABLE I

r 2 3 4 5
n
3 .83

4 1.08 .58

5 1.28 78 .45

6 ..495 N.62n .37

9 1.00 .75 zone 3

10 .85
zone 2

MTTF (r/n system, Ci = 1)
MTTF (constituent device)

TABLE 2

r 2 3 4 5

n

3 .78

4 .6 .55

5 .46 .45 .43

6 .38 .37 .37 .35

7 .31 .31 .31

8 .27 .27 .27

9 .23

10 .21

MTTF (r/n system, C1 = 0.9, Cit I = 0.1)
Ratio of MTTF (constituent device)
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DISCUSSION

T.L.Regulinsky, US
Did I understand you correctly that you are somehow computing the time to detection of errors from that
Histogram? How did you compute the times?

Author's Reply
We insert a fault into the emulation scheme and plot the time to breakdown.

T.L.Regulinsky, US
(1) Was the simulation Montecarlo?

(2) What distribution did you use?

(3) I'm driving at the density function. You are formulating the model as a Markovian model, you are obviously
simulating from a density function. Is this correct?

Author's Reply
(I) You are inserting faults or you have to sample times of faults from some distribution.

(2) The distributions have to come from somebody else, not from the people who deal with the emulator. They
come from the hardware people who have some knowledge about the devices and logic to interconnect the
devices.

(3) This is different from the previous model. If we want to calculate the difference between two fault computers
using analytical techniques then we have to know the coverage parameters out to 6, 7, 8 significant digits.
These are not too well known and so reliability cannot be used until some information is known about the
parameters. We are trying to provide a technique by which we can justify statements about the difference in

parameters for two different computers with different logic.

J.C.Robertson, UK
Will the emulation scheme cater for transient as well as permanent faults in the system being emulated?

Author's Reply
Yes, provided that the pdf applying to transient fault occurrence were known. This might be difficult to determine;
one approach would be to assume a set of conditions much worse than those expected in real-life conditions, so
that if the system logic survived these, then one would be reasonably sure that it would survive anything it might
meet in real-life operation.
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ABSTRACT

The objective of the Large Scale Integrated Circuit (LSI)/Microprocessor Reliability Program is to
ensure the availability of high quality reliable microelectronic devices that will conform to military
needs and standards. This is done to avoid device failures to critical systems by selecting, evaluating,
characterizing and qualifying individual integrated circuit device types from U.S. vendors. The Reli-
ability Branch of the Rome Air Development Center has been tasked with providing reliability assurance for
microprocessors, memories, and related devices.

The program has been divided into three broad areas of responsibility. The Product Evaluation Group
selects, analyzes and prepares reports on devices of potential or current interest to the military. The
reports are disseminated to government agencies and describe the physical construction, technology, pack-
aging, workmanship, input protection problems, utilization difficulties and electrical design risks. The
Electrical Characterization Group is tasked with characterizing specific devices selected for inclusion
in the military specification system. The characterization effort generates the required acceptance tests
that each part must pass before use and prepares device detail soecifications. Overall effects of cir-
cuit loading, technology compatibility and test vector generation complicate the problem of developing
the detailed specification. The Reliability Assurance Group stress tests the devices, assesses the fail-
ure modes and projects a system use failure rate. The complexity and nuner of functional components on
the same chip makes the life cycle testing difficult.

RELIABILITY ASSURANCE FOR LARGE SCALE INTEGRATED CIRCUITS

The United States Air Force requires its defensive and offensive systems to work everywhere, every
time, under any environment or circumstance. The reliability of a system is ultimately dependent on the
reliability of its individual parts. As systems increase in their complexity, their dependence on large
scale integrated circuits is also increasing. The electronic revolution in weapons systems now taking
place depends on the use of large microelectronic devices with multiple bit, stored program, digital com-
puting functions. Rome Air Development Center (RADC) has been tasked to assure the reliability of nicro-
processors, memories and related devices for the USAF as well as DOD. RADC has been developing military
standards since the early 1960's and has the laboratories, experience and capability to actively interface
between United States commercial large scale integrated circuit (LSI) industry and the needs of USAF.

The objective of the task is simple in concept but complex in practice. RADC isto ensure the avail-
ability of high quality, reliable LSI microelectronic devices that will conform to military needs and
standards. Additionally, RADC is to develop tools and techniques to evaluate, test and analyze electronic
devices; provide reliability support to acquisition divisions; and prepare and coordinate specifications
and standards. RADC is to assure that high quality LSI parts are readily available so that highly reliable
systems may be acquired and fielded at the lowest possible cost. The objective is complex because the
testability and reliability of LSI is not yet completely determined.

The LSI microcircuits that RADC has determined to best fit the needs of the U.S. Air Force are always
commercially made, military specified and qualified parts. That is, the devices are originally designed
by reputable U.S. vendors for the commercial market but have increased reliability through imposed, strin-
gent qualification standards. Basically, a manufacturer may apply to have a device qualified or an RADC
engineer may select for qualification a particular generic type; for example, a 16 thousand bit memory
manufactured by several vendors. Standardization of LSI microcircuits used in systems has several impor-
tant benefits to the user, vendor, and to the U.S. government.

For the vendor, benefits include increased yields from each wafer processed, because the manufacturer
can develop increased experience with each device type. For the user, probably the dominant cost of using
any programmable device is the software development cost. This cost can be minimized by using standard
parts where elements of existing software can be applied to new systems. There are also benefits in that
several sources are potentially available thus providing increased capability for obtaining parts during
large or long equipment production runs. The improved availability of replacement parts, often many years
after a system has been obtained, is important. By using a standard part the user also avoids the problem
of obtaining and maintaining the large amount of paperwork associated with any LSI device. For example,
when an acquisition division desi es to use a nonstandard part, a detailed control drawing must be prepared,
the device must be evaluated and qualified and finally the drawings must be stored and any changes anno-
tated. Each time an acquisition division desires to use a nonstandard part, this qualification process is
usually repeated even if the part was used in another system. By comparison,once a part has been qualified
under military specification, the drawings, evaluation and qualification data are available to all users of
the device. The reliability of the parts is assured because the parts are thoroughly tested, analyzed and
a detailed procurement specification prepared. When the same parts are used in different systems more re-
liability data on the failure modes of the devices can be collected and deficiencies corrected. If only
a few devices of a particular part type are used their potential reliability problems may not become
apparent. The best method of avoiding system failure is to use devices that have widespread application
in both the commercial and military fields with increased reliability for the military through the applica-
tion of a strict qualification and specification program.

The approach to assuring the reliability of LSI/microprocessors that RADC engineers have determined
best is a mix of in-house and contractual efforts divided into three basic groups. A product is; one,
chosen and evaluated; two, characterized and specified and three, has life testing and quality assurance



studies performed. Additionally, failed parts are examined and deficiencies corrected, and some parts
from the warehouse inventory are evaluated (Figure 1).

Figure 1 shows that first a part is chosen for a product evaluation study. Basically, the evalua-
tion is to assess the reliability and performance at a lower cost than a complete characterization. If a
part is judged to have potential military usefulness, a Product Evaluation Report recommends that char-
acterization studies be done and specifications written. After specifications are published, devices may
have further reliability assurance studies performed if the technology is new or unique device designs are
being used. Figure 1 also shows the operating system feedback in the form of failure reports. Device
reliability is forecast by Reliability Prediction of Electrical Equint (MIL-HDBK-217C). Device specifi-
cation procedures, classes and tails are contai-d in General Secifications for Military Microcircuits
(MIL-M-38510D) while Test Methods and Procedures for Mcroe----- ctronics (MIL-STD- --3-taf ishes unifonn
methods and procedures r-titng__After a devicespecification is issued a manufacturer must obtain a
Defense Electronic Supply Center (DESC) certification before production (see Figure 1). After certifica-
tion a specified part is placed on the Qualified Parts List (QPL).

Devices are selected for inclusion in the General Specifications for Microcircuits (MIL-M-38510D),
according to a set of criteria developed at RADC. The first c rion is based on usage of the proposed
device. If a device is in widespread commercial use, then the USAF can expect to see U.S. defense system
designers implement the device in military systems. Presently, RADC is preparing detail specifications on
devices that are already in some AF systems. This occurs because the rapid advance in LSI digital tech-
nology has caused systems to come into the inventory without military qualified parts being available.

A device may be chosen when it is especially critical in a system. For example, a particular micro-
processor was chosen because it forms the heart of a high data speed processor. By studying this control
device first, RADC expects to gain information on the potential reliability of the entire system. Finally,
under device usage a part may be chosen for its large volume. The part may be a simple controller, but if
it has widespread use then its reliability must be assured.

Devices may be selected for study on the basis of device technology. Product evaluations are per-
formed on devices of even remote interest to defense application at the present time, if the new tech-
nology promises wide use in the future. Magnetic bubble memories are a typical example of such a device
selected for study but not ready for military specification. Some devices are selected in an attempt to
discover the physics of their limitations. For example, metal-nitride oxide semiconductor memories (MNOS)
have an important non-volatile digital storage capability but presently have a limited operational life-
time. Radiation hardness is also very important to some defense systems and technology areas such as
complementary-metal oxide semiconductor (CMOS) have important radiation hardness properties. Devices
designed from this technology are thus candidates for inclusion in the military specification system.

Manufacturer interest in having a part qualified is an important factor. If the manufacturer desires
to qualify a part to military specification and obtain qualified product listing then RADC first deter-
mines if the military has a requirement for the part and then proceeds to develop tests and write specifi-
cations. For the entire military parts program, vendor cooperation and interest is crucial. The manu-
facturer must supply detailed information about architecture, fabrication, and product limitations to the
test and specification writer about his product. No military specified part is possible unless the vendor
will provide this data.

The first microprocessors chosen for qualification are shown in Figure 2 along with comments about
their technology. The 8080A and 6800 were chosen primarily because of product maturity and extensive
military use. The 1802 was chosen primarily for the radiation hardness and low power consumption pro-
vided by CMOS technology. The 2901A was chosen because of the expansion capability of bit-slice archi-
tecture as well as the high speed and the power advantages of low-power Schottky tethnology. The 9900
was chosen because of a specific military need for a 16 bit architecture.

Along with these processors, appropriate available support devices such as peripheral interface
adapters, system clocks, and memories were chosen. The objective of choosing a family of devices is to
have an entire family of parts available to a system designer without restricting creativity or system
capability.

Any parts qualification program must keep current with technology advances. The rapid pace of micro-
electronics has made this problem particularly acute. The second and third generations of just one device
are shown in Figure 3.

From the second and third generations will come future systems and products. The 8080A microprocessor
is an 8-bit parallel processor designed for use in general purpose computing environments. It has 78 basic
instructions divided into five groups operating into six registers and an accumulator. As an example of
what has happened to the technology consider the 8085 and 8086. The 8085 has 80 instructions and is soft-
ware compatible with the 8080A but has some of the peripheral circuits built on the chip, notably the
clock. This improved version, considered a second generation microprocessor, is under consideration for
military qualification. The question to be answered is: Is the increase in vector interrupt capability
and increase in clock speed sufficient reason to add another microprocessor to the inventory of qualified
parts? Engineering determination about the suitability of this part for military systems is yet to be
determined. The third generation parts such as the 8086, 68000, Z8000 are 16 bit processors capable of
performing bit, byte, word and block opanations. At least one of these 16 bit processors will be chosen
for military qualification.

Product Evaluation

The Product Evaluation Group is tasked with tracking current commercial technologies for possible
military use. It should be emphasized that the devices suhject to product evaluation are not always mil-
itary qualified parts, but are of possible use to military agencies. Some of the products evaluated will
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go on to be military qualified while others will prove to be not acceptable or will lose out to better
choices in the process of selecting the minimum set of different devices needed to satisfy military
functional needs. A product evaluation report is divided into two basic sections, physical description
and electrical features.

The physical description of a device begins with an investigation of the package. Present LSl mili-
tary integrated circuits are packaged with dual-in-line packages (DIP) with ceramic shells. The die
cavity is hermetically sealed with a metal or ceramic lid. This construction is also used by high reli-
ability commercial manufacturers but without the control of military standards. The bonding pad size and
type bonding is inspected to insure that the lead wire is firmly affixed to the pad for use in high vib-
ration environment. Furthermore, the lead wire and bonding pad must be of compatible composition to pre-
vent the formation of intermetallic compounds which weaken the wire bond. Die size is ascertained andfabrication details noted by analytical analysis. Scanning electron microscope and x-ray photographs are

taken of die to determine if voids are present in the die attachment material which would impair heat
dissipation or cause the die to detach from the substrate. Large voids have been observed in some devices
of commercial manufacture. The physical description of the construction of a device includes a package
gas analysis. This consists of an ambient gas analysis to determine the contents of the internal package
atmosphere. Excessive moisture in the package constitutes a known hazard to reliability and its presence
in quantities greater than 5000 parts per million (ppm) (MIL-STD-883B, M5005.4, p.8) indicates the manu-
facturer will have to exercise more control over the packaging environment (Thomas, p.167). Two of the
five military selected microprocessors (Figure 2) were found to have water vapor in excess of 1% =
10,000 ppm).

The electrical analysis examines the circuit schematic and determines the surface topology and archi-
tecture. This is done to assist a designer in properly using the electronic features of the device and
to insure that the manufacturer provided data is correct. An important features of the electrical analy-
sis is examination for input protection. Lack of suitable input protection in often electrically noisy
military environments can cause sudden device failure if a transient voltage spike appears at an unpro-
tected input. Additionally, devices without adequate input protection may be damaged by static elec-
tricity during handling. In one microprocessor examined, certain input lines have only a substrate diode
type of parallel protection with no series resistance to limit current and spoil rise times of electro-
static pulses (Dicken, p.18). Careful examination of manufacturer's literature is done to expose incon-
sistencies and possible design restrictions. For example, if power requirements increase with temperature,
is the amount of increase documented and, if so, can the input lines sustain this current density?

Product evaluations are also performed on devices that are in warehouse stores to determine if mil-
itary standards are being applied consistently and correctly. This analysis may not be performed to the
same depth as initial studies but is useful to control counterfeiting, substitution, unauthorized change,
and any lapse of compliance with the military specification (Figure 1). If the construction, fabrication
or design of a device is changed, then the military user must know exactly how the device will perform in
the system when offered as a replacement for a failed part.

The entire product evaluation program produces a document called a product evaluation report which is
then used by designers and other groups to ascertain the desirability of using or qualifying a device for
military use. Only proven reliable devices must be used in the military environment and the thorough
examination of candidate devices before a specification is issued is essential.

Characterization & Specification

The objective of characterization is to completely describe the electrical performance and parameter
limits of a device over the full military temperature range (-55'C to 125*C). The approach used is; first,
verify functional design; second, determine the critical parameters; and finally, establish test sequences.
The result is a detailed specification published for all users and manufacturers that exactly describes
the procurement and testing the device must meet.

One of the basic documents used is General Specifications for Military Microcircuits (MIL-M-38510D)
which provides basic guidance for all large scale integrated circuit7s.Itprovides three levels of reli-
ability assurance, Classes S, B and C. Class S Darts are designed for systems where the reliability and
radiation requirements are the most severe, such as space. Class B is the general military part quality
level while Class C is similar to Class B except that the production testing is not as stringent
(MIL-M-38510D, p.6). Possibly the most important guideline contained in the General Specification is the
workmanship requirement which states that microcircuits shall be manufactured in a careful manner in
accordance with good engineering practice, with the requirements of the specification followed exactly,
and all inspections and tests performed and recorded correctly (MIL-M-38510D, p.17). The General
Specification then describes the product assurance provisions for each microcircuit covered by the spec-
ifTcation.Tn general it requires that inspection records be maintained and that certain tests be per-
formed according to the specified product assurance level, Class S, B or C. The tests called out are
either screening tests that every circuit must pass (nondestructive) or quality conformance tests that
only a selected sample must pass (destructive). All the basic tests are shown in Figure 4.

The Military Standard, Test Methods and Procedures for Microelectronics (MIL-STD-883B) describes indetail how tesetsts are to-be i-rormeUi. _ Method 504.T, Screening Procedures and Method 5005.4,

aualiification and Quality Conformance Procedures are two test methods used on all microcircuits. The
creening Procedures method establishes procedures for total lot screening of microelectronics to assist
in achieving levels of quality and reliability commensurate with the intended application (Figure 5).
Qualification and Quality Conformance Procedures are intended as destructive tests and inspections intend-
ed for quality conformance inspection of individual inspection lots as a condition for acceptance for
delivery. By using a standard test procedure common to all devices as well as different manufacturers
better quality can be maintained. Reliability is enhanced by specifying conditions obtainable in the
laboratory equivalent to actual service conditions and by requiring that devices be tested against this
environment before being used for military systems.
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The development of an electronic test for a microprocessor is a complex and time consuming process.
For example, the detailed specification for the 8080A has some 12,000 test patterns. The general pro-
cedure is to first generate a detailed functional block diagram by partitioning the Drocessor into basic
functional blocks such as registers, multiplexers, arithmetic and logic functions and identifying all
data paths. Each of the functional blocks is tested using patterns which are known to fully determine
the correct operating condition. Test patterns are then generated to verify the integrity of the data
and critical paths. All instructions are tested to verify that they perform the intended operations and,
finally, test patterns that check for known processor sensitivities are included (Ostrowski, p.v-l).

Once the detailed specification with test patterns has been develooed, it is published as a part of
MIL-M-38510D. Fhis document is used by the vendor to manufacture and test his parts before shipment as
well as by the user to check parts before installation.

Reliability Assurance

Reliability assurance is a technology-based check of the basic failure modes and mechanisms as a
function of time and stress. The approach is to subject military qualified devices to high-stress,
short-term testing and then perform analysis on failed devices. The results are used to identify faulty
materials, processes, and designs; determine effective and efficient screening; and to determine reli-
ability prediction models.

Reliability prediction models are described in Reliability Prediction of Electronic Equiment
(MIL-HDBK-217C). A product evaluation and this prediction is reTinedas datawhichisol lected and
analyzed. The limitations of predirtion are the practical ones of data gathering and analysis complexity.
Considerable effort is required to generate sufficient data on a part class to report a statistically
valid reliability figure for that class.

The two major methods of prediction are parts stress analysis and parts count analysis. The parts
stress method determines a failure rate for eacl, part based upon the part quality level and operating
environment. The environment is divided into the categories of ground, space, naval, airborne and missile
systems. One of the primary factors contributing to increased reliability is the part quality level. The
fully qualified Class B military LSI device has less than one-half the expected failure rate of commercial
devices procured to non-military standards (MIL-HDBK-217C, p.2 .1.5-1). The parts count analysis is simpler
but less accurate. A count is made of the number of parts and the expected equipment failure rate deter-
mined by comparison to previous experience with equipment of similar complexity.

A recent reliability assurance study confirms the value of using commercially proven parts procured
to military standards. The non-military parts were subject to 2.7 times the number of removals as those
procured to MIL-M-38510D, Class B (RAMFAS, p.7). The primary failure mechanisms were external package
defects and oxide defects in the semiconductors. Reliability assurance seeks to identify such deficiencies
and correct them in future systems by changing and improving the military standards.

Summary

Rome Air Development Center has developed a procedure for assuring the reliability of large scale
integrated circuits. The procedure uses the parts of commercially proven architecture and circuit design
while imposing strict procedures on the manufacture and testing of the devices. The selection of devices
for inclusion is based on established criteria and provisions are inherent for technological advances.
The rapid pace of microelectronics has not prevented the introduction of new and innovative designs for
U.S. defense systems. Data collected from the field demonstrates that it is a valid procedure.
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L

PREPARE SPECIFICATIONS iDEVELOP FAILURE

FOR PROCUREMENT aTION MODELS
MIL-M-3851 MIL- K-2001MIL-STD-883 ML2DS-1

IMPLEMENT SPECIFICATIONS
|AT DEFENSE ELECTRONIC

1SUPPLY CENTER (DESC) 8

SELECTEDFALR REOT

DEVICEStt

Logic (Ie)ifcto opee

AGENCY PARTS FAILUREPROCUREMENT .ANALYSIS

FIGURE I -Reliability Assurance for Large Scale Integrated circuits
at Rome Air Development Center

COMMERCIAL MICRO-PROCESSORS

DEVICE TYPE TECHNOLOGY WORD SIZE STATUS

8080A N-Channel 8 bit QPL (38510/42001)
Metal-Oxide (NMOS)

6800 N-Channel 8 bit QPL ( 38510/40001 )
Metal -Oxide (NMOS)

1802 Complementary 8 bit Procurement Spec-
Metal-Oxide (CMOS) i fication Completed

2901A Bipolar Low-Power 4 bit Procurement Spec-
Schottky Transistor i fication Completed

900A Integrat4d Injection 16 bit Procurement Spec-
Logic (I L) ification Completed

' .FIGURE 2 -First Generation Microprocessors for the U. S. Militaryv
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16 Bit
Arch i tecture

More Registers
Add Instructions Z80

the 8080A 2K ROM
has been IK RAM
improved by: 32 I/0

Improved
Interrupts 16 Bit

Architecture

Large Memory 8
Address Space

1K x 8 ROM
64 x 8 RAM
27 1/0 2K x 8 ROM
4K Address Spar

FIGURE 3 - Second and Third Generation Device Proliferation

DESTRUCTIVE TESTS NON-DESTRUCTIVE TESTS

Internal Visual Seal

Bond Strength Internal Visual

Solderabi Ii ty Radiography

Moisture Resistance Particle Impact Noise Detection

Lead Integrity Burn-In Screen

Salt Atmosphere

Scanning Electron Microscope Inspection

Steady State Life Test

Die Shear Strength Test

FIGURE 4 - Tests for Screening of LSI
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SCREEN CLASS S CLASS B CLASS C

Internal Visual 100% at 1OOX at 100% at 75X to 100% at 75X to
200X Magnifica- 150X Magnifica- 150X Magnifica-
tion tion tion

Stabilization Bake 24 hours, 150'C min, all classes

Temperature C-_cling 10 cycles, -65 to +150, all classes

Constant Acceleration 30,O00g, all classes

Seal: Fine and Gross All classes

Particle Impact Noise Detection Class S only

Burn-In Test 240 hours @ 160 hours @ Not Required
1251C min 125'C min

Reverse Bias Burn-In 72 hours @ Not Required Not Required
1500C min
(when specified)

Final Electrical Test Per applicable device specification

External Visual 100% 100% 100%

FIGURE 5 - Selected Screening Procedures for LSI, by Part Class
(MIL-STD-883B. Method 5004.4)
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DISCUSSION

R.Voles, UK
(I) low long does it take you on average when new devices come on the market before you characterize them

in the way you describe?

(2) flow many samples do you characterize for each device? Do you do it for every second source supplir too?

(3) The device manufacturers change their technology with time. Do you track them continually?

(4) Are your qualifications accepted by the other Services, Navy and Air Force?

Author's Reply
(I) The latest time to qualify a device completely is approx. 18 24 months.

(2) Yes. The samples aren't that many and are not enough to be statistically significant but we do sample for
both primary and secondary sources.

(3) Yes. We track them and also get samples of the purchased items out of the warehouse inventory to ensure
they haven't changed.

(4) Yes, we are the DOD OPR for microcircuit specifications.

P.D.T.O'Connor, UK
(I ) Are you also characterising and qualifying the microprocessor system's complete boards in addition to

individual chips?

(2) Would you see any advantage in having standard microprocessor systems rather than standard microprocessor
devices?

Author's Reply
(1) Not yet. We qualify all the chips for a given family.

(2) We are doing this except we don't qualify on t'e board. We qualify the microprocessor, all the peripherals to
make up the complete system, so that when the system is put together using the qualified parts we don't
qualify the package.

P.Wust, Ge
You said you qualify the system. Do you qualify the hardware and software which comes with the hardware?

Author's Reply
Yes. We qualify the standard software package.

W.Ehrenberger, Ge
Do you recognise failures arising due to short circuits between the crystal and the upper layer, i.e. pinholes?

Author's Reply
The substrate, yes, that's why we use the scanning electron microscope to find pinholes. We magnify in our visual
tests up to several thousands to search for these pinholes which will cause possible short circuits.

We are currently doing research to try to conduct external electronic tests to give us the same amount of informa-
tion that visual tests used to.
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RELIABILITY OF HIGH-BRIGHTNESS CRT's FOR AIRBORNE DISPLAYS

J.P. GALVES, J. BRUN
THOMSON-CSF. Electron Tube Division

Paris, France

SUMMARY

High-brightness monochrome or color cathode-ray tubes (CRT's) are becoming increasingly common in modern aircraft for head-up
display (HUD) and head-down display (HDD) systems.

The specification, which includes electrooptical performance and environmental conditions, defines the tube quality at zero operating
time. Two typical examples of specifications are given. The problems encountered in designing tubes, and the solutions used to obtain
the desired level of quality are briefly discussed.

Reliability testing concerns random failures that occur during normal operation of the tube After a short mathematical treatment of
the principles involved, three examples of reliability tests carried out on CRT's manufactured by THOMSON-CSF are given.

The electrooptical characteristics of a CRT change during operation. This is mainly a cathode and screen wearing-out phenomenon.
The life expectancy of a CRT depends on this evolution, and is thus a function of tube operating conditions.

I. INTRODUCTION

The use of high-brightness cathode-ray tubes (both monochrome and color) in "head-up display" and "head-down display" systems is
becoming increasingly common in modern aircraft.

Because of the difficult environmental conditions (in particular, vibration, shock, ambient temperature, ambient lighting) encountered
in aircraft, the cathode-ray tubes must be extremely reliable as they are involved directly in the success of the mission.

These tubes must be very carefully designed so as to avoid damage to their component parts, particular attention being required for
the electron gun, the bulb and screen-deposition techniques, and the additional filter.

2. TUBE QUALITY AT ZERO OPERATING TIME

The quality of a tube at zero operating time is defined by its specification. This document defines performance figures, the way in
which they are measured, and the Acceptance Tests. It normally consists of two parts : the electrooptical performance, and the
allowable environmental conditions.

It should cover the worst possible operating conditions that are likely to be encountered. For example, the tube brightness should be
such that, even under the most extreme ambient lighting cond;tions, the display is always readable.

In e.,vironmental testing, the stress levels must represent the worst possible operating conditions. Duration must be such that, at the
end of testing, the tube has undergone a total set of stresses that is similar to that which would be encountered during the life of the
tube.

Sometimes, only extreme stress levels, corresponding to the worst operating conditions are specified. These short-duration tests do not
take the possibility of repeated stresses into account.

Two extracts from typical examples of specifications for avionics CRT's will now be given.

2. 1. TH X1614 E17 (Photo 1)

This is a 5" x 5", color penetration cathode-ray tube for head-down display (HDD) in military aircraft.

It has a directional filter for contrast enhancement and is potted, together with its precision-aligned deflection coils, in a metal shell.

" Electrooptical performance (without filter)

Color Red Yellow Green

Line brightness (cd/m 2') 550 1300 1600

TV-raster brightness (cd/m) 160 1000

Line width (mm) 0.2to0.4 0. 2 to 0.4 0. 2 to 0.4

" Environmental performance
Over-pressure 0.3 MPa
Low pressure : 190 mbar ; t = 2 h
Salt fog T=35°C;t=48h
Fungus t = 28 days
Damp heat (cyclic) : T = 55 *C ; t = 48 h
Temperature • -40 C< T< + 95 C
Shocks 30g;11 ms
Sinusoidal vibration 10 to 60 Hz ; 1.5 mm peak-to-peak

60 to 500 Hz ; 10g
500 to 2000 Hz ;3 g
Time per axis : 4 h
Total duration : 12 h.
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2. 2. TH 8408 E22 (Photo 2)

This is a 3" diameter monochrome tube for head-up display (HUD) systems. It is potted, together with its precision-aligned deflection
coils, in a metal shell that provides magnetic shielding and assures precise location on installation in the equipment.

* Electrooptical performance

Line brightness 15 000 cd/m
Line width 0 0. 2 mm.

* Environmental performance

Over-pressure 0. 3 MPa
Low pressure :190 mbar ; t = 2 h
Salt fog T=35°C;t=48h
Fungus : t =28 days
Damp heat (cyclic) : T 55 'C ; t = 48 h
Temperature -40 °C<T< + 95'C
Shocks : 30 g, I ms
Sinusoidal vibration : 10 to 58 Hz ; 3 mm peak-to-peak

58 to 2000 Hz ;20g
Time per axis: 4 h
Total duration : 12 h

Random vibration (1) : 50 to 100 Hz ; + 6 dB
100 to 1000 Hz ; 0. 3 g2 /Hz
1000 to 2000 Hz ; -6dB
Time per axis: 5 min
Total duration : 45 min

Random vibration (2) : Complex spectrum, reaching
0. 9 g' /Hz, for 6 min 15 s per axis.

2. 3. Problems Encountered In Designing Avionics CRT's

The two specifications given above closely resemble each other. However, the HUD tube, which is fixed to the main frame of the air-
craft, is subjected to more severe vibrations.

If these specifications are compared with that of a conventional tube, such as a small CRT for computer terminals, we find that, in the
latter case :

* the brightness is too low,
" no environmental guarantee is given.

If such a tube were subjected to the conditions under which avionics tubes must operate, the foiiowing problems would be encountered

* during climatic testing : degradation of the resin bonding of the safety panel ; possible destruction of the tube,
* during mechanical testing : large displacements of the spot, making the image unusable ; broken connections ; broken filaments ; etc.

When designing and developing CRT's for airborne applications, the following points must thus receive very careful consideration

* the electron optics, which must be capable of giving the very-high beam currents that are required for a high-brightness display,
e the mechanical structure of the electron optics, which must be capable of withstanding the severe vibrations and shocks,
& the tube mounting shell (which permits the tube to be mechanically mounted with precision in the equipment),which must satisfy

mechanical and climatic criteria that are usually contradictory.

2.4. Solutions

2. 4. 1. Electron Optics

Special electron guns, capable of giving very high cathode currents with high efficiency (beam current very close to
cathode current), must be developed for avionics CRT's.

Because these tubes must be capable of giving good images in ambient lighting levels varying from night to direct sunlight, the guns

must keep a good resolution at high beam currents, and variations in resolution due to changes in beam current must be minimized.

Because the guns use a very high cathode current, special cathodes, capable of giving very high current densities, are required.

The mechanical structure of these guns is also special : the support pins between the electrodes and the support rods are reinforced;
the connections between the gun and the neck and base of the tube are specially strengthened ; the connections between the electrodes
and the base pins are either doubled, or of large diameter with multiple connections at the electrode and at the pin.

2. 4. 2 Mounting Shell

The mounting shell, in which the tube is potted, is designed as a function of the space available in the equipment,
and of the vibration requirements. The most rigid structure possible is sought.

The selection of suitable potting compounds is of the utmost importance. A flexible resin is required to meet the
climatic requirements. However, flexible resins may cause resonarnce problems under vibration conditions : this will cause ,he spot to
move, and may break the filament or completely destroy the tube.

In practice, the best compromise is sought, this sometimes entailing the use of a combination of several dil fe,-.nt potting compounds.

3. RELIABILITY

A specification defines the quality of a tube at zero operating time. Because operating conditions are, in general, much less severe than
those foreseen in the specification, the gap between the maximum acceptable stress level and the mean stress level has a very favorable
effect on fth operational reliability of the CRT.
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3. 1. Mathematical Aspects of Reliability

The reliability of a product is expressed by the probability that it will not fail (or that it will survive) during a given time t, and under
given operating conditions. Exactly what constitutes a failure must also be defined.

Failures are usually classed into two groups

* catastrophic failures, that are sudden and total,
e degradation, that is progressive and partial.

3. 1. 1. Failure Rate
If R(t) is the reliability of the product (probability of survival during a period of time, t), the failure rate, A,(t), is given by

,(t) = dR/dt.

R

The failure rate usually varies with product age as shown in Figure 1.

In zone 2, the failure rate is virtually constant, and equal to X,.

Zone 1 corresponds to premature failures. These faulty products are eliminated by a preliminary burn-in procedure.

3. 1.2. Life Expectancy And Corresponding Standard Deviation

Zone 3, with its characteristic constant increase in failure rate, corresponds to the wearing-out of the product. As wearing
outgenerally follows a Gaussian law,a representative sample of the product population can be used to determine a mean life expectancy, M,
and a corresponding standard duration, a, about this mean.

3. 1.3. Mean Time Between Failures (MTBF)

Zone 2, with its low, constant failure rate (X0 ), corresponds to the useful working life of the product.

The mean time between failures, MTBF, is defined by

MTBF = m.

3. 1.4. Mission Time And Product Age

For a product having an age T at the beginning of a mission, the reliability at a later time t, during the mission, is given by

R(t) = Ru(T) exp- m-
whe(T-M) dt.

where Ru(T) - 1 -. exp- 20( 2

It can be shown that the probability of failure due to the product wearing out is negligible, so long as T < M-4o

Ru(T + t) - Ru T)- 1
t

R(t) - exp - o.

Rt) is independent of product age, T, and only depends on the mission time, t.

3. 1.5. Summary Of Mathematical Aspects
" The life expectancy, M, is characteristic of failures due to the product wearing out. It is defined as being the mean life expectancy of the

different components of the product. M follows a Gaussian distribution law as a function of product age.

* The MTBF, m o, is characteristic of random failures. It is defined as being the mean time betwe-n random failures.

" For reliable components, the MTBF, m., isappreciably longerthan the life expectancy, M. In actual practice, if components are replaced
as a preventive measure when their age, T, approaches M (usually when T < M-4o), then the bigger the value of MTBF, the lower is
the probability of random failure.

3. 2. Application To Reliability Testing Of CRT's

Many types of test for the evaluation of the MTBF of a product have been proposed. Only one type, however, is easily applied to CRT's
"truncated tests without replacement".

A group of n CRT's are operated for a time T, after which C tubes are found to be defective. Then the MTBF (i5) can be estimated by
means of the expression

1 - C/2n T

For a given confidence level, a corresponding minimum value of MTBF can be determined. For example, for a confidence level of 60 %

m6. > n-C T.

As an example, consider a batch of 10 CRT's that are operated for 500 hours, after which one tube is found to be faulty (C = 1). Then
the most probable MTBF, in, is

Fn= 4750 h.
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For a 60% confidence level, the MTBF is

m60 > 2250 h.

3. 3. Burn-In

The preceding considerations concerning the MTBF (mo  -o ) suppose that premature failures have been eliminated. For the user, the
term MTBF has a slightly different significance. The operational MTBF, m, is operating time summed over n equipment divided by
the number of failures occuring during operation. Premature failures must thus be eliminated as far as possible because, although they
do not affect the MTBF as mathematically derived (mo), they do reduce the operational MTBF, m. Premature failures are eliminated
by 'burn-in procedures.

3. 3. 1. Mathematical Aspects Of Burn-In Procedures

Imagine that, once premature and wearing-out failures have been eliminated, the MTBF (in0 = is known. The
practical problem is to find the burn-in time, T, that would be necessary to ensure that the MTBF after burn-in,m, was a known fraction K
of mo. That is to say

m O

K

To do this, n CRT's are operated for a preliminary time t, after which C fassares are noted (which are then replaced or repaired). Tomo
obtain m = -- the burn-in must be continued for a total time T such that

1 -a/2

where az = C/n.

During this burn-in, faulty tubes are either replacer or repaired. Deciding on a value for t can be very difficult, but it can be taken to
be 5 Y of the life expectancy.

If the failure rate is very low, a minimum MTBF can no longer beguaranteed because the required burn-in time, T, becomes impractically
long. If the failure rate is zero, the burn-in is stopped after a time t : we can then assume that the absence of premature failure has been
proved, wid that the MTBF, m, is close to mo.

3. 3. 2. Practical Application

Let us consider the case of a CRT installed in the cockpit of an aircraft. The failure rate is defined by a MIL Spec. as
being:

Ao = r x 15 failures/lO' h,

where r is an environmental factor. This factor, which applies to various types of components, varies from 0.5 for ground-based
applications, with zero stress and optimum personnel qualification (operators and maintenance crews), to 80 for missiles. This factor
multiplies the failure rate, and results in a reduction in reliability when stress levels increase.

For equipment in aircraft cockpits, r is equal to 6.5. That is to say :

X= 100 failures/1O' h,

and
mo = 10,000 h.

Suppose that the aim is to guarantee an operational failure rate of less than 1 %. for missions of 2 h. From paragraph 3.1.4, we have
the expression :

R(t)-exp- - 1-t >0.999,

so, with t = 2 h, we have :

mr> 2000 h.
•m 1 2000 1

So, the burn-in must assure that the ratio 51- (= 
-) is greater than or equal to 10.000 = 1

For an expected life of 500 hours, the initial burn-in time is set at

t= 500 x 0.05= 25h.

If, after these 25 hours, no failure is noted, it can be assumed that no premature failures occur, and that the MTBF will be close
to m. = 10,000 h.

If a non-zero failure rate, 10 ' for example, is found, then the burn-in should be continued for a time T given by
1 -0.05

0.1 x(5-05) 25

=71 h.

3.3. 3. Implementation

Common pratice is to carry out burn-in procedures for 24 h to 50 h. The burn-in is performed with the tube operating
under conditions that represent average CRT utilization. This procedure permits most premature electrooptical failures to be eliminated,
and allows the tube characteristic, (brightness, cathode emission, cut-off voltage) to stabilize. In some cases, burn-in procedure includes
vibration and temperature cycles.

Tube burn-in is usually followed by equipment burn-in, which effectively prolongs the former.

Special equipment (tube-driving bays, environmental testing equipment) is required for these tests which are thus expensive. In addition,
ethey increase delivery delays. However, they reduce maintenance costs by reducing the operational failure rate.
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a 4. Reliability Testing

Laboratory testing is commonly used to establish the level of reliability of a new product. The tests must simulate real operating
conditions as faithfully as possible. We give, below, three examples of reliability tests carried out by the Electron Tube Division of

THOMSON-CSF.

3.4.1. TH X613 El7

The TH X613 El 7 is a 5" x 4" color penetration CRT for aircraft cockpits. It is the first small-format color CRT to be
specially developed for this application.

Reliability tests were carried out using a company-designed, 10-position, automatic test bay that permitted performing complete
operating cycles without human intervention.

The operating conditions, chosen as a function of known operational data, were as follows
* 24 h cycle consisting of 20 h operation and 4 h switched off,

e red mode: 10 h/day,
* green mode : 10 h/day,
* max. brightness: 6 min/day,
* half brightness for the rest of the time,
* image : one stationary trace plus one moving trace,
* sinusoidal vibrations : 0. 3 g at 40 Hz and 80 Hz, each for 1 h/day,

40 tubes were tested in this way for 500 hours, giving a total accumulated test time of 20,000 hours. No failure was noted, so we can
say that the MTBF is better than 20,000 hours. MIL-Spec. HDBK 217 requires 10,000 hours for a CRT used in an aircraft cockpit.

In our tests, the stress level was fairly low (tube operated at high brightness for only a short time ; no climatic testing), hence the
better MTBF.

3. 4. 2. TH X694 E21 (Photo 3)
The TH X694 E21 is an 8" x 10" color penetration CRT, destined for installation in display consoles for "Space Lab".

A series of 10 independent test bays were built specially for these tubes which were to be operated, non-stop, under the following
conditions :
* 13 kV high voltage (yellow mode),
* cathode current, Ik, of 100 p A,
* full-screen TV raster.

A first set of 10 tubes is at present undergoing the following climatic tests :

" temperature cycle : 20 'C, 50 'C, 0 °C, 50 'C, 20 °C,
" duration : 1 day,
" frequency : at the following times after start-up ; 0 h, 168 h, 500 h, 1000 h, 1600 h, 3000 h.

A second set of 10 tubes is at present undergoing the following vibration tests

0 5 to 8.5 Hz :10 mm peak-to-peak,
* 85to80Hz :2g,
* 80tol00Hz :1.4g,
* 100to 2000Hz : 0.5g,
* Duration : 1 scan at 4 octaves/min.

As these tests are not finished yet, the results are not known at present.

3. 4. 3 TH 8408 E22

The TH 8408 E22 is a 3" diameter, monochrome CRT for HUD (see paragraph 2.2.). An automatic, 10-position bay
has been specially designed for these tests, and the tubes are operated under the following conditions

* 24 h cycle consisting of 10 simulated missions, each one lasting 1 h 30 min, plus a "standby" and an "off" phase,
e maximum brightness during 6 missions,
* half-brightness during 2 missions and standby,
* low brightness during 2 missions,
* 10-line image : 9 moving and I stationary,
e each mission consisting of a climatic cycle

- 20/50/200 C for 8 missions,
- 20/70/20 'C for 2 missions,
- 20/-20/20 o C for standby,
- -30 °C or + 20 °C or + 70 'C for the "off" phase,

o each mission has a random vibration e.quence during a stable temperature period
- 1 min, 0.1 g2 

/Hz at 300 to 1000 Hz for 1 mission,
I min, 0.001 g /Hz at 10 to 2000 Hz for the other nine missions.

10 tubes have undergone these tests for 1000 hours.

* 1 tube developed a repairable defect (stray emission),
* 2 tubes showed a change in cut-off voltage. This drift was continuous and progressive. Provided that provision for such variations has

been made in the display system, they would not result in system failure within its design limits.

If the drifts are counted as failures, then the MTBF is given by :

10 -3
i- > .1000 = 1750h,

m ~ 0 .100 = 2800 h.
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If the drifts are not counted as failures, then the MTBF is given by

10. 1
M6% - 2-. 1000 4500 h,

1 0 .5 1000 = 9500h.

If no failure had occured, then we would have been able to show, in the best case, an MTBF of:

10
m60% 

> T
'-1000 = 1O,O00h.

By comparing these results with those obtained in 3.4.1. we see that, although the HUD tube is designed for a more severe environment
than the HDD tube, the inclusion of much more severe environmental conditions in its reliability test procedure results in an MTBF
that is lower than that of the HDD tube.

A HUD tube is subjected to higher stress levels than those normally encountered in aircraft cockpits. MI L-Spec. HDBK 217 defines an
MTBF of 10,000 hours for normal cockpit conditions. We can thus conclude that the reliability tests carried out on the
THOMSON-CSF tubes show that this specification is fulfilled and that, for a HUD CRT, the environmental factor, r, is on the order of
13 instead of the normal-cabin-condition value of 6.5.

4. WEARING-OUT : EVOLUTION OF TUBE CHARACTERISTICS WITH TIME

During operation, the characteristics of a cathode-ray tube change because of normal wearing out of its principal components. This
* wearing out, or ageing, does not result in tube break-down or "catastrophic failure" but simply in a degradation of its characteristics.

This degradation can be quantified, and it is then up to the user to define the acceptable limits corresponding to his operating
conditions.

The two principal CRT components that are subject to wearing out are the screen and the cathode, with consequent modification of
the following tube characteristics : brightness, modulation voltage, line width, spatial resolution, etc...

If tube life 1i to be determined from specific, well-defined criteria, the ways in which these components change must be considered

separately.

4. 1. Screen Evolution

All avionics CRT's, whether they be for HUD or HDD applications, must give extremely high-brightness images so that readability is
good under the intense lighting levels found at high dltitudes.

These high brightnesses are obtained by using extremely high cathode currents, and thus by working with very high screen loading
(in MW/cm' or mA/cm ). Because of this, screen ageing is much more rapid with avionics tubes than with conventional CRT's.

This ageing effect results in a drop in the screen's luminous efficiency, this leading to a reduction in screen brightness for given,
constant operating conditions.

In general, the useful life of a phosphor is considered as being finished (although, in fact, it never completely stops working) when
the brightness (and luminance efficiency) has dropped to half of its original value.

It is generally admitted that screen ageing depends mainly on the total electrical charge received by the screen (in coulomb,'cm')
during operation. It is also accepted that ageing, L/Lo, is given by the equation

L 1
Lo  1+ Q

QO. 5

where L. is the initial brightness,

QO.5 is the charge resulting in a 50 % drop in brightness,
X is the brightness corresponding to a screen charge Q.

For phosphor types P1, P43 and P44, which are commonly used in monochrome avionics CRT's, the coulomb rating (0 o.5) is on the
order of 100 coulombs (see Figure 2).

4. 1. 1. Color Penetration Screens

We can now consider the evolution of the color penetration screen type E17, used in the THX1614 and other HDD
CRT's. When these tubes are used at maximum brightness, the corresponding screen current density is on the order of 15 MA/cm
for each mode (red, yellow and green).

A test procedure has been developed that permits the coulomb rating of such screens to be determined. The screen is
scanned in a TV raster that is divided into four zones. The cathode current, Ik, is modulated so t~at the current density in the zones
is 15, 10, 5 and 1 MA/cm for each of the operating modes (see Photos 4 and 5). The coulomb.riting also depends on the current
density for penetration phosphors (unlike the case for conventional phosphors)

0.5 = 108 C for 5PA/cml and 15 kV VHV

00.5 = 172 Cfor 1011A/cm2 
and 15kV VHV

Q0.5 = 216Cfor 15 MA/cm and 15kV VHV.
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Figures 3 and 4 show an example of values of ILo as a function of screen loading and time. The following points should be noted:
e with color penetration screens, the coulomb rating is not independent of screen excitation conditions,
* no matter what operating mode is usedthe coulomb rating is at least as large as that of one of the better conventional phosphors

( O5 = 100 C),
* the coulomb rating always gives corresponding times of at least 4000 hours for L/Lo = 50 % (see Figure 4).

4. 2. Cathode Evolution

The cathode is the second element of a cathode-ray tube whose characteristics change during operation. These changes result in a drop
in cathode current if the bias potentials of the other gun electrodes are not changed.

Cathode characteristics can change for several reasons
* reaction between the emissive elements of the cathode, and degassing products of the metal electrodes, internal coatings, and glass

walls of the tube.
* structural change in the emissive elements (oxides),
* ionic bombardment,
* etc.

So far as the tube is concerned, the wearing-out of the cathode results in a change in the Ik-Vg curve (see Figure 5) and, as a consequence
e the cut-off voltage changes:

Vco - Vcl
9 the bias voltage (and modulation voltage) changes:

VbO -" Vbl

* the maximum cathode current, at Vg = 0, is reduced ilko -* Ik)

Usually, the spatial resolution also changes, this being mainly due to an increase in the modulation required to obtain the same current.

A test procedure has been established to evaluate and predict the evolution in cathode characteristics. This technique, known as the
"Dip Test", permits measuring the remaining emission capability of the cathode ; the electrical characteristics start to change once
this remaining emission capability has been used up. The rate at which this reserve is used up can be used to evaluate how long it should
be possible to operate the tube before the electrical characteristics change.

The rate at which the reserve is used up obviously depends on the conditions under which the cathode must operate
0 electron gun structure (beam resolution),
% beam current (screen brightness).

In other words, it depends, on the tube characteristics and on the operating conditions.

5. USABLE LIFE

In the preceding sections we have considered the MTBF of CRT's : that is to say, the probability of random, unpredictable breakdowns
occuring during operation that make the tube, which is mounted in a piece of equipment, unusable. We have also shown how the
electrooptical characteristics evolve during use due to wearing out, or ageing, of the cathode and the screen.

This evolution results in a reduction in tube performance. So, we must define what reduction can be accepted before the tube is
considered as being unusable. The time taken to reach this performance level is the usable life of the tube.

We have already indicated that the changes in cathode and screen characteristics that result in reductions in tube performance depend
mainly on the operating conditions. So, a usable life cannot be defined unless we know:
* what performance levels correspond to the end of tube life,
* the operating conditions.

These two pieces of information can only be supplied by the user of the tube.

Below, we give an example of operating conditions supplied by a user. The tube in question is a color penetration CRT for use in the
cockpit of commercial aircraft.

The tube is operated 16 hours per day with the brightness indicated in Figure 6 and below:
* 3 hat 100 -X brightness,
e 10 h at 50 % brightness,
e 3 h at 5 Y brightness.

The temporal (cathode) and spatial (screen) duty cycles are always 30%.

The end of usable tube life is considered to be when the brightness has dropped to 50 % of its initial value.

Special life-testing bays have been constructed to permit defining the usable life that corresponds to these operating conditions. Of
course, these bays are not as complex as the equipment for which the tubes are destined, and they do not permit displaying the same
images. However, they have been designed so that screen and cathode loading correspond to the required values. These life tests are
at present underway in our laboratories.

6. CONCLUSION

First introduced in the early days of electronics, the CRT is a contemporary of the first receiver tubes (vacuum diodes, triodes, etc.).
Although receiver tubes have virtually disappeared, having been supplanted by solid-state devices, CRT's are still widely used. This is
because CRT technology has evolved greatly, and devices that could replace them have not reached the same levels of performance
and reliability.
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The reliability of present-day tubes is so good that the CRT is quite suitable for use in airborne display systems Over 10 years
experience has now been accumulated with CRT's operating under the very severe requirements of military airborne systems, and
the Mirage 2000 will be the first military aircraft in the world to take advantage of this, giving the pilot multicolor displays with all
the associated advantages.

We wish to acknowledge the support of the STTA and the STAE for this work.

Note -Tube references including an "X
' refer to developmental models.
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Photo 1 -The TH X1614 E17, a 5" x 5" color penetration CRT for head-down displays.

Photo 2 - The TH 8408 E22, a 3" diamete, monochrome tube for head-up displays.
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Photo 3 -The TH X694 E21, a 8" x 10" color penetration CRT for Space Lab display consoles.



211, 14 s

Photos 4 and 5 - Life testing bays.
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RELIABILITY INVESTIGATIONS ON AN AUTOMATIC TEST SYSTEM

Hans-Hermann Molter
Messerschmitt-Balkow-Blohm GmbH
P.O. Box 801149, D-8000 Munich 80

SUMMARY

Statistical methods are used to determine the reliability of a complex guided missile test system. When
operating such a system, failures occur which are documented in failure reports. The failure-free periods
between successive failure events are evaluated in the context of a Weibull distribution, yielding state-
ments as to the "Mean Time Between Failures" (MTBF) and the type of failure. The results are used to
compare various systems; the influences exerted by differing operating conditions likewise become evident.

The values determined in this way also contribute to localizing weak points, thus enabling purposive design
measures to further increase the reliability of the test system.

1. INTRODUCTION

The guided missile KORMORAN is developed by Messerschmitt-Bdlkow-Blohm GmbH (contracted by the German
Ministry of Defence) and belongs to the air-to-ship weapon system KORMORAN/FI04G. It features an active
seeker which permits it to navigate itself to the target area.

The missile is approximately 4.4 m long, has a wing span of approx. 1.0 m (cross-winged version) and weighs
about 6000 N. The KORMORAN is launched from the F1O4G or from MRCA-TORNADO.

An automatic test system (ATG) has been developed for the weapon system to subject the guided missile
KORMORAN to static and dynamic functional checking.

The ATG features a self-test programme, the tests being controlled fully automatically by a process
computer.

The static test basically serves to check all supply voltages, static signals and logic levels of the
guided missile.

In the course of the dynamic test, the interaction of all guided missile functions is checked by means of
a simulated target approach. This test is effected in a closed control loop, the signals required to
simulate targets and jammers being generated and radiated via horn feeds in an anechoic chamber.

The ATG can be shipped by land, sea or air. The entire test equipment, including all accessories, is
accommodated in a 20 ft. ISO container. Fig. 1 shows the basic ATG configuration.

Two systems, ATG1 and ATG2, are employed as test systems in the course of the series production of the
guided missile KORMORAN.

A third system, ATG3, is currently undergoing integration and will be supplied to the troops in summer. The
experience obtained on developing and operating ATG1 was taken into account on developing ATG2 and ATG3.
ATG1 thus differs in some points from the other two systems.

When such a complex, highly-integrated system is operated, failures naturally occur which are noted in the
log-book and recorded on failure report forms (Fig. 2). The periods between the occurrence of two failures,
that is, the failure-free times, are utilized to provide statements concerning the reliability of a unit.
A Weibull curve is fitted to this times-to-failure data.

2. MATHEMATICAL PRINCIPLES

2.1 Weibull Distribution

Life observations can frequently be described extremely well by the Weibull distribution which, due to the
presence of three parameters to, T and b, can be adapted very flexibly to the observations made (Graf/
Henning/Wilrich, 1974). Its probability density is A(I)I.-k . ) eatPL'(±4)I] 1 1 > .0 o 0

whereby to is the point in time at which the forward reckoning begins. T signifies the characteristic life

and is a criterion of the location (T'tu), b is a parameter for the shape of the distribution.

The distribution function 4() 4- ep i

indicates the probability with which an element fails up to time t.

The failure rateA(t) is defined as ?k(6)- - -

and is constant at b I only, and thus does not depend on the life. Inasmuch as (t-to) 0=1, the Weibull
distribution at b = I reduces to the exponential distribution.

A(t) decreases monotonically for b~l, the failure rate indicating hidden faults or "teething troubles".

A(t) increases monotonically for b>I, which indicates aging and wear.

In Fig. 3 and 4, f (t') and A(t) are represented in graph form versus the relative life t' = (t-to)/T .
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2.2 The Life Distribution

4
The distribution function F (t) can be expressed as 

t t.g

A - W(e) ? v ; I
and, by taking the logarithm twice, as 4 0 .---- *J - 6 LA. T

which is an equation of straight lines in which b signifies the slope and T the position of the straight
lines. This permits drawing a distribution which is applied in the following (Deutsche Gesellschaft fUr
Qualitat, 1975).

T is obtained by reading off the abscissa value at the straight line at point F (T) = 63.2% (F(T)=I-e 1 =
0.632). A scale for a = (r-to)/ T is also attached, wherebyt = MTBF is the arithmetic mean value of the
life of the units investigated.

2.7 Test Method for Shape Parameter b

The following table (see Verband der Automobilindustrie, 1976), permits calculating one-sided upper and
lower confidence limits 6o and Bu for the shape parametertof the life distribution with the probability
1 -4(= 95%. The required factors Fb(n) depend on the sampling scope n.

n 5 6 7 8 9 10 11 12 13 14

Fb (n) 1.64 1.58 1.54 1.50 1.47 1.45 1.43 1.41 1.39 1.38

n 15 20 23 25 30 35 40 45 50 55

Fb(n) 1.37 1.32 1.29 1.28 1.26 1.24 1.22 1.21 1.20 1.19

The following apply: (o = b * Fb(n)

N = b/Fb(n)

Using Bo or Bu, respectively, permits performing the following statistical test:

Hypothesis Ho : The true shape parameter 0, which is estimated through b, is compatible with a nominal
value BI B = B1.

Counter-hypothesis HI: B is incompatible with B1, because BCBI or B>1I applies.

Level:d = 5%
Sample: scope n

result b
Threshold value: Fb(n)

Confidence limits: Bo = b • Fb(n) or Bu = b/Fb(n)

Decision: if B0 4 131 or BulB1, H is rejected.

The test can be applied specially to the case B1 = 1 in order to distinguish between early failures,
failures due to wear, and true random failures.

2.4 Evaluation Procedure

It is immaterial in the case of life investigations whether many units are observed up to failure, or one
unit only whicn is repaired after each failure, that is, regains its original status. In the present case
only three units have been built, so that the second possibility alone is feasible.

Each failure of a unit is documented in a failure report evaluated separately for each unit. Design and
operating failures are not considered. The following operations are performed:

1. Determination of the times t between two successive failure reports
2. Classification, if appropriate (for n,30)
3. Formation of the relative cumulative frequencies F (t)
4. Entering F (t) versus t in the Weibull distribution
5. Reading off T
6. Reading off b and a
7. Calculation of MTBF
8. Allocation of failure reports over the four subsystems

- processor and peripheral equipment
- missile-oriented RF peripheral equipment
- missile-oriented LF peripheral equipment
- container assembly.

9. Repetition of steps I to 7 for the four subsystems.

3. EVALUATION OF THE ATG1 FAILURE RFPORTS

3.1 Joint Evaluation of all ATG1 Failure Reports

52 Failures which could be evaluated occurred over a period of 21 months in connection with ATG1. Determin-
ing the (failure-free) times t batween two successive failure reports and subsequent classification yield
the following table:
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Serial Upper Cate1ory Nj
No. i Liit o n Relative Cumulative Frequency

oi i tO j=1 F; [VI

1 7 15 15 29.4
2 33 12 27 52.9
3 59 7 34 66.7
4 124 6 40 78.4
5 254 7 47 92.2
6 449 3 50 98.0
7 -u449 1 51 100.0

n = 51

The representation within the Weibull distribution for to = o shows that points (t , F1 ) can be balanced
extremely well by a straight line (Fig. 5). Assuming the Weibull distribution for the life t is thus
justifiable. Values so derived are:

T = 50 h
b = 0.57
a = T/T = 1.6 T = a - T = 80 h = MTBF

3.2 Evaluation for the Subsystems

3.2.1 Subsystem Processorand Peripheral Equipment

Determining and ordering the times t between two failures from this subsystem yields the following table
when the relative cumulative frequency Fi is determined according to the equation

Fi =n-_+

where n is the number of the failure-free times exhibited by this subsystem; in this case n = 23.

Serial No. i 1 2 3 4 51 6 7 8 9 10 11 12 13 14 15
tin t 3 3 7 7 26 33 39 46 46 46 52 72 91 130 208

Fi [%] - 8.3 - 16.7 20.8 25.0 29.2 - - 41.7 45.8 50.0 54.2 58.3 62.5

Serial No. i 16 17 18 19 20 21 22 23
Operating time23O tin 234 241 267 312 319 475 494 741

Fi [) 66.7 70.8 75.0 79.2 83.3 87.5 91.7 95.8

The representation within the Weibull distribution for to = o shows that points (ti, Fi) can be fitted
extremely well by a straight line (Fig.6), yielding:

T = 150 h
b = 0.64
a = t/T = 1.4 7 = 210 h = MTBF

3.2.2 Subsystems RF, LF and Container

The RF and LF subsystems are evaluated in the same way as the subsystem processor. During the period
observed, n = 15 (RF) resp. n = 9 (LF) failure-free times accrued to the above. The results are compiled
in section 3.3.

The subsystem container cannot be evaluated, since only two failure reports are available for this system.

3.3 Summary and Assessment of ATG1

Evaluation of ATGI supplied the following values:
MTBF/h b Bo resp. 1

3

Processor 210 0.64 0.83
RF 351 0.58 0.79
LF 1164 0.45 0.66
Container - -

ATG1 80 0.57 0.68

The upper confidence limit for the shape parameterIO with a probabi-ity of 95%, dctermined according to
section 2.3, is yielded for the overall ATGI as

r, = b • Fb = 0.57 • 1.2 = 0.68C1.

The hypothesis that the shape parameter of the overall ATGI reaches at least the value 1 is rejected at
the level o = 5%.
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The shape parameter thus determined indicates that a many hidden defects are still present, which is not
surprising in view of the first version of such a complex system. The shape parameters of the three sub-
systems under consideration lie in the same order of magnitude, so that it can be assumed that the sub-
systems are not fully mature.

The MTBF value of ATGI amounts to 80 h. It depends mainly on the MTBF values of the subsystems processor
(MTBF = 210 h) and RF (MTBF = 351 h).

4. EVALUATION OF THE ATG2 FAILURE REPORTS

The ATG2 has been employed since January 1978 as a test system in the production of the guided missile
KORMORAN. The evaluation of the failure reports is effected here separately for the two periods up to
December 1977 (integration) and as of January 1978 (operation). This permits making further comparisons.

4.1 Evaluation for the Integration Period

During the integration of ATG2 over 16 months, n = 40 failure-free times were noted.

Further evaluation is accomplished in the same way as in section 3, so that details can be dispensed with
here. Merely one peculiarity should be pointed out which occurred in the case of the subsystem container:

The 5 points (t., F.) for the subsystem container cannot be represented in the life distribution by a
straight line, If tAe failure-free time is assumed as to = 0, as previously (x in Fig.7).

Serial No. i 1 2 3 4 5

Failure-free time 94 132 138 182 435
ti/h

Converted
Failure-free time
(ti-t 0 )/h 16 54 60 104 357

Fi 16.7 33.3 50.0 66.7 83.3

Since the fitted curve is a convex function towards the top, it can be linearized through suitable
selection of to > O. There is no exact mathematical rule which applies for the determination of to, a suit-
able value must be found by trial and error or by applying an empirically determined approximation method,
as described, for instance, in (Verband der Automobilindustrie, 1976): The balancing curve is divided in
the direction of the ordinates into two equally long sections and the lives tI , t2 , and t3 read off at the
intersection points of the curve, as shown in Fig.7. The failure-free time to is calculated according to

to = t2 - (t3-t2) (t2-tl)(t-t2) (t2-tl)

In this case, to was calculated as to = 78 h. The 5 points can now be fitted far better by a straight line
(Fig. 7). The graphic evaluation permits calculating theMTBF value as t = MTBF = a T + to. The shape para-
meter will not be converted.

The following table indicates the evaluation results for ATG2 (integration):
MTBF/h n b 30 resp. Bu

Processor 255 15 0.55 0.75

RF 215 11 1.02 0.71
LF 122 7 1.21 0.79
Container 233 5 0.75 1.23

ATG2(integr.) 64 41 0.66 0.81

4.2 Evaluation for the Operational Period

Over the course of the operational period observed (January to November 1978), a total of n 26 failure-
free times were ascertained for ATG2.

The following table provides the evaluation with to=O:

MTBF/h n b 0. resp. Bu

Processor and
peripheral equipment 392 6 0.85 1.34
RF peripheral equipm. 410 7 0.68 1.05
LF peripheral equipm. 230 11 0.55 0.79
Container m a

ATG2(operation) 83 25 0.79 1.01

* Only two failures occurred in the case of the container so that evaluation does not yet appear appropriate.
These failures are naturally taken into consideration within the overall context.



27-5

4.3 Assessment of ATG2

4.3.1 Assessment for the Integration Period

The upper confidence limit for tha shape parameter 5 with a probability of 95% is yielded according to

section 2.3 for ATG2 during the integration period as

Po = 0.66 • 1.22 = 0.81< 1.

The hypothesis that the shape parameter of the overall ATG2 reaches at least the value 1 is rejected at
the level ot = 5%.

The determined shape parameter b = 0.66 indicates that hidden defects remain. Analysis of the shape para-
meters of the subsystems shows that the hidden defects occur in the case of the subsystem processor and
peripheral equipment, having a shape parameter significantly less than 1. The remaining 3 shape parameters
do not differ significantly from 1, so that random failures may be assumed.

The MTBF values relating to the subsystems processor,RF and container all lie at the same order of
magnitude. The average failure-free time accruing to the subsystem LF, however, is only half as long and
thus particularly affects the MTBF value of ATG2 for the period observed.

4.3.2 Assessment for the Operational Period

The hypothesis that the shape parameter of all the failure-free times in the case of ATG2 reaches at least
the value 1 is tested with the aid of the upper confidence limit 1o for the shape parameter B.

The hypothesis is not rejected at level (= 5%, since Bo>1:

Po = 0.79 • 1.28 = 1.01

The determined shape parameter b = 0.79 thus does not contradict the assumption that the ATG2 failures are
random after delivery to the user.

At the subsystem level, the conditions for processor and RF peripheral equipment are the same. The shape
parameter for the LF peripheral equipment, however, is significantly smaller than 1, that is, early
failures would still be detected on normal operation.

The MTBF values of the subsystems processor and RF peripheral equipment are approximately twice as high as
the MTBF of the LF peripheral equipment. The reliability of ATG2 for the operational period under observ-
ation thus depends to a particularly high degree on the subsystem LF peripheral equipment.

The subsystem container could not be considered separately, due to the small number of failure reports.

4.4 Time Curve of Failures

Over the entire period observed (August 1976 to November 1978), 22 failures occurred on the subsystem
processor and peripheral equipment of ATG2, the points in time of which (x) are plotted in Fig. 8. The
operating time since the occurrence of the first failure and some pertinent dates are plotted on the
abscissa, for purposes of better representation the sum of the failure reports since August 1976
is chosen as the ordinate.

It is noticeable that failures occurred at large intervals up to June 1977 and as of October 1977, and, in
contrast, in rapid succession between July 1977 and September 1977. It can be concluded f-om this that the
warmer season of the year might have caused the rash of failures. Since the ATG features its own air-
conditioning plant, it must be investigated whether the plant is efficient enough, or whether it broke down
during this period of time.

Fig.8 likewise shows the points in time of the 8 failures on the subsystem container, to which the air-
conditioning plant belongs (o). The first 7 of these 8 failures concern the air-conditioning plant, due to
which the temperature in the ATG rose considerably. The cumulation of the processor failures over this
period can thus be considered rather definitely as a consequence of the air-conditioning plant breakdowns.

5. EVALUATION OF THE ATG3 FAILURE REPORTS

12 failures occurred on ATG3 over the 10 months under observation during the integration period. Due to the
low number, evaluation by subsystems is impossible. Evaluation was conducted according to section 3.2.1 for
the overall system, this yielding an MTBF = 122 h and a shape parameter b = 1.52.
The lower confidence limit for the shape parameter with a probability of 95% is yielded for ATG3 at n = 11

failure-free periods as

Pu = b/Fb = 1,52/1,43 = 1,06-1.

The hypothesis that the shape parameter of the overall ATG3 is compatible with the value 1 is rejected at
level = 5%. The shape parameter so determined indicates that the failures are not due to hidden defects.
A certain degree of series production maturity has thus been attained.
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6. CONCLUSION

The values determined for the three test systems are summarized for purposes of comparison.

Table of MTBF-Values [h]:

Test System ATGI ATG2 ATG3

Mode of Operation Operation Integration Operation Integration

Processor 210 255 392 -
RF 351 215 410 -
LF (1164) 122 230 -
Container 233 - -

Overall MTBF 80 64 83 122

The first obvious fact is the extremely high MTBF value for the subsystem LF of ATG1. This LF peripheral
equipment is a prototype on which many modifications were effected which are not shown in failure reports.
The real MTBF values for this subsystem and for the overall ATGI are thus less than the values indicated.

Comparison with ATG2/Operation shows that the remaining values for ATG2 are better than for ATG1. Due to
the many modifications introduced for ATG2, the latter can also be considered as a virtually new develop-
ment. The values determined lead to the assumption that the experience gained in the course of developing
ATGl stood ATG2 in good stead.

Comparing integration-operation in the case of ATG2 shows better values in the operational case. This leads
to the conclusion that the test unit was well checked out during integration and weak points eliminated.
Due to the weak confidence level of the ATG3 value, comparing ATG2(integration)-ATG3 is permitted only with
reservations. However, results tend to show that ATG3 features greater reliability in the integration phase
than ATG2. This can again be explained by the increasing experience.

Let us at this point compare the ATG with test equipment for the anti-tank weapon system HOT.(Lienau, 1977)
assessed the MTBF according to MIL-HDBK 217 B (Department of Defence, 1974) for the above equipment.
Utilizing the data for similar assemblies and extrapolating in view of the greater complexity of ATG3 yield
an MTBF value of 400 h for ATG3. This value is of the same order of magnitude as that determined in sec.5.
For this reason, the extremely complex assessment for the HOT test equipment, as performed in accordance
with MIL-HDBK 2178, does not appear to be necessary for the ATG.

Table of Shape Factors:

Test System ATG1 ATG2 ATG3
Mode of Operation Operation Integration Operation Integration

Processor 0.64 (<I) 0.55 (<1) 0.85
RF 0.58 (<I) 1.02 0.68
LF 0.45 (<1) 1.21 0.55
Container _ 0.7b -

Overill shipe 0.57 (,1) 0.66 (<I) 0.79 1.52(>)
factorII

The shape factors show similar conditions as the MTBF values:

Whilst all shape factors for ATG1 are significantly less than 1, thus indicating hidden defects, all values
except for bLF are compatible with 1 for ATG2/operation. The maturity has increased, the failures are ingeneral random ones.

At system and subsystem level, no uniform tendency is seen between integration and operation of ATG2.
A clear reliability growth, however, appears to be the case between ATG2 (integration) and ATG3.

The following findings were gained in the course of this investigation:

1. The theoretically derived method for life investigations with the aid of the Weibull distribution is
applicable in practice.

2. Applying the method yields results compatible with the anticipated reliability and availability.

3. Applying the method leads to the detection of weak points

4. Knowledge of the weak points directly influences the development with the objective of lowering the
failure rate.

5. Presentation of the values ascertained in practice can increase the awareness of the developer of
problems relating to reliability.

6. The simplest representations (see section 4.4) can sometimes reveal interconnections.

7. The reliability of electronic systems is increased by lowering the ambient temperature.

All these points contribute to increasing the reliability of a system and to obtaining empirical, explicit
and informative values.
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DISCUSSION

P.D.T.O'Connor, UK
I would like to say how this paper shows how useful the Weibull method can be. I think it contrasts with the
previous paper which was trying to analyse similar failure data but not using this method.
I don't believe that the Weibull method should be used for plotting more than one failure mode on one analysis
otherwise all the failures within one ATG, the central limit theorem, will just mean that your shape parameter will

gradually convert towards a value of I. You should really consider one type of failure or at the very most a small
number of common types of failure, e.g. integrated circuit failures.

I think the ATG should be seen as a black box.

Authors Reply
I think that it is correct to make such an analysis.
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APPLICATION OF THE LOGNORMAL DISTRIBUTION TO CORRECTIVE MAINTENANCE DOWNTIMES

Professor Melvin B. Kline LCDR Ronny Almog
Naval Postgraduate School Israeli Navy

Monterey, California

SUMMARY

The effectiveness of a system depends not only on its ability to meet its specified per-
formance requirements, but also on its ability to perform when needed, for the duration
of its assigned n. ssions, and for its operational lifetime. The technical disciplines
concerned with these time-related system characteristics are reliability, maintainability,
and logistics. These are related mathematically by the concepts of availability, depend-
ability, and operational readiness.

The usual mathematical formulation of availability assumes an exponential distribution
for failure and repair times. It has been shown empirically that such an assumption is
valid only for a limited class of components and systems with respect to reliability and
almost never for maintainability. In fact, there appears to be overwhelming evidence
that the lognormal distribution is the "best" descriptor for corrective maintenance re-
pair times. Military standards for prediction and demonstration of maintairability
generally are based on the assumption oE the lognormal distribution.

The objectives of this research were (1) to verify that the lognormal distribution is a
suitable descriptor for corrective maintenance repair times, (2) to estimate the per-
centage error caused in assuming an exponential distribution for availability and main-
tainability calculations when in fact the distribution is lognormal, (3) to test the log-
normal and exponential distributions against mechanical and other non-electronic systems
since the current data base is primarily on electronic systems, (4) to test these distri-
butions for systems and equipments in which new technologies in microcircuitry and com-
putation are used to increase reliability and decrease diagnostic time, and (5) to deter-
mine expected ranges of the principal distribution parameters for different classes of
equipment.

Approximately 20 sets of existing maintainability demonstration and field data were
analyzed using probability plots and Goodness-of-Fit tests to determine the appropriate
distribution and distribution parameters.

The preliminary results of the research are reported in this paper.

1. INTRODUCTION

In an attempt to improve operat(ok za avaitabitity, the U.S. Department of Defense has put
increasing emphasis on the reliability, maintainability, and logistic supportability of
its systems and equipments. In the early 1970's, the Chief of Naval Material stressed
reliability and maintainability (R&M) as systems engineering disciplines of equal impor-
tance as performance in design trade-offs. He established an office reporting directly
to him to review all system acquisitions for R&M. The current F/A-18 aircraft program
has a significant design effort in reliability, maintainability, and logistic support.

For reasons not delineated in this paper, inhetet avaitabitity (sometimes called
int~naic auaiabritig) rather than operational availability is the system effectiveness
measure most often specified. The definition of inherent availability includes only
corrective maintenance active repair times, omitting preventive maintenance times and
administrative and logistic supply delay times. In its steady-state form, inherent
availability can be expressed by the equation:

MTBF

AI MTBF + MTTR (i)

where

MTBF = Mean Time Between Failures
MTTR = Mean Time to Repair

Although the availability equation is easily derivable from calculus using assumptions
of an exponential distribution for failure and repair times, the steady-state term given

-A



above can be applied without making any assumptions on the distributions. Most theoreti-
cal papers and many applied papers are written using exponential distribution assumptions
for both failure and repair. While this is sometimes correct for reliability, it is not
valid for maintainability since a repair time distribution must start with a value of
zero and not with its maximum value at time t = 0. No repairs can be made in zero time.

The logarithmic normal (lognormal) distribution has been shown empirically to be a better
descriptor for repair times. It is characterized by a value of zero at t = 0, rises to
its maximum value in a reasonably short time, and gradually decreases towards zero as
repair time increases. This is exactly what is desired for corrective maintenance--to
minimize downtime. For the lognormal distribution, the cgaithn 06 thL 'aiidom vEaate
is normally distributed. It is characterized by the probability density function

-(In x - 02

f (x) 1 e__ 2,,2 (2f, x 0 (2)

where = In x

and 2 = var(ln x).

The lognormal distribution has properties which make it convenient to use. A more detail-
ed description of the lognormal distribution is given in References 1 and 2. The values
of the significant parameters are shown in Figure 1.

2. SYSTEMS AND DATA ANALYZED

Most of the repair times used in the analysis come from maintainability demonstration
reports of essentially electronic systems/equipment. None come from field data. Although
we desired to analyze data from mechanical systems also, we were unable to obtain such
data. The systems/equipments analyzed and their sources are given in Table I. They range
from 1950's-1960's vintage systems representative of primarily analog, vacuum tube, dis-
crete component design to some 1970's vintage systems using digital, transistor/micro-
electronics designs with extensive built-in test and modular replacement maintainability
design features.

In some cases, the source reports include a description of the tests used during the main-
tainability demonstration. It was necessary to carefully screen the reports in analyzing
specific repair times that varied significantly from expected results in order to remove
anomalies which biased the data. The data souices include the elements of active repair
time-diagnostic time (localization and isolation), remove and replace time, and verifica-
tion and checkout time.

TABLE I
Systems/Equipments Analyzed

No. Description Source Reference
1 AN/TRC-87 Communications Transceiver 5
2 Quick Reaction Capability Radar 5
3 AN/GSA-51 Back Up Interceptor Control System 5
4 AN/FPS-80 Tracking Radar 5
5 AN/TPS-39(V) Radar Surveillance System 5
6 AM/3949-GR Radio Frequency Amplifier 5
7 AN/ARC-164(V) Radio Set 6
8 AN/ASN-131 Airborne Navigation System--Inertial Measurement Unit (IMU) 7

Interface Electronics Unit (IEU)HARPOON Ship Command Launch Control Set 8
10 Defense Communication System Satellite Control Facility Interface 9

System (DSIS)
11 USASATCOMA Communication Subsystem (Contingency Configuration) 10
12 USASATCOMA Communication Subsystem (Nodal Configuration) 11
13 Continental Air Defense Command Ground Data System 12

(User Display Segment)
14 Strategic Air Command Ground Data System (User Display Segment) 13
15 SAMSO 46 FOOT TT&C Antenna 14
16 NADC Digital Television Projection Unit 15
17 USASATCOMA HT/MT Terminal 16
18 National Military Command System Ground Data System 17

(User Display Segment)
19 US Army Electronics Command AUTODIN Memory/Memory Control Equipment 18
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3. METHODS FOR DATA ANALYSIS

Two different techniques were used to analyze the data--(1) plotting on probability paper
and (2) use of statistical goodness-of-fit tests--in order to verify the assumed distribu-
tion model.

3.1 Probability Plotting

Plotting the data points on probability paper is quite simple and does not require compli-
cated calculations or the use of statistical tables. According to Hahn and Shapiro
(Reference 3), "Probability plotting is a subjective method in that the determination of
whether or not the data contradict the assumed model is based on a visual examination,
rather than a statistical calculation." The only calculation needed is that of the cumu-
lative frequencies (expected values) of the ordered sample observation. As stated by
Aitchison and Brown (Reference 1):

It is usually worth while to submit d-'a to some kind of graphical scrutiny
as a preliminary to any more detailed analysis. By so doing we may eventually
save much time and labour and even have suggested what form the more elaborate
analysis should take; moreover we may obtain, for those measures in which we are
interested, provisional estimates which will both serve our purpose until more
accurate values may be obtain±d and also provide a check on subsequent calcula-
tions. For the lognormal distribution we are fortunate in having a quick and,
with experience, fairly accurate graphical method of anallsis; this method is
facilitated by the use of a special type of graph paper--logarithmic probability
paper.

For the lognormal distribution plots, logarithmic (normal) probability paper was used.
For the exponential distribution plots, chi-square probability paper (two degrees of
freedom), which represents the exponential distribution, was used.

3.2 Statistical Tests for Assumed Distributions

There are a number of statistical tcsts available to determine the validity (or invalidi-
ty) of an assumption of a particular distribution from a sample of observed data. One
that is often used is the chi-squared goodness-of-fit test (Reference 3). Another test,
due to Shapiro and Wilk (Reference 4), called the W-test, has been shown by them to be
effective for testing the assumption of the normal and lognormal distributions. They
have also developed a test for the exponential distribution called the WE test. Hahn
and Shapiro (Reference 3) gives details of all three tests and their application. (Be-
cause published tables used in the W and WE tests are limited to sample sizes up to 50
and 35, respectively, these tests, when needed, were limited to those cases that did
not exceed such sample sizes.)

In assessing the results of the goodness-of-fit tests, one rejects the assumed distribu-
tion if the probability of obtaining the test statistic is below some arbitrarily select-
ed criterion, often 5 or 10%. If the probability of obtaining the test statistic is
above the reject criterion, one can only say that the data provides no evidence that the
assumed distribution is inadequate, and thus, by presumption, is adequate for our purposes.

The chi-squared test has several disadvantages. The number of equiprobable cells used is
arbitrary (the number of data elements per cell should be at least 5). Thus for small
samples, there is correspondingly a small number of cells and fewer degrees of freedom.
In addition, the information concerning sign and trend of discrepancies is ignored.
These factors might explain the indication (Reference 4) that the Dower of the W-test is
higher than that of the chi-squared test. For this study, our reject criterion was 10%'
for the chi-squared test and 5% for the W-test.

3.4 Application Procedure Used in This Study

The following procedure was used for analyzing the data:

a. The data was plotted on lognormal probability paper and the "best fit" line
drawn.

b. A chi-squared goodness-of-fit test was performed for both the lognormal and
exponential distributions, using a computer program prepared for the analysis.

c. A W-test was used to test the distribution assumption when the sample size per-,i mitted.

d. In those few cases where the data analysis indicated close results for both
distribution assumptions, or where the exponential distribution appeared to be appropri-
ate, a plot of the data on chi-square (two degrees of freedom) probability paper was made.

The computer program prepared for the analysis makes use of appropriate routines from the
International Mathematical and Statistical Library (IMSL) for the chi-squared test. The
program calculates from the sample data such parameters as the mean, variance, and per-
centiles (in this case the 50th, 90th, and 95th) for the exponential and lognormal dis-
tributions, which are defined in the program. It also computes the percentage difference
for each parameter for comparison purposes, and it is used to compute and print out the
approximate frequencies (expected value of the ordered observations) for plotting purposes.

-- i?
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The major output from the program for each set of data is a summary of results as shown
in Table II. A sample lognormal plot is shown in Figure 2.

TABLE II
Summary of Results for: AN/GSA - 51 (BUIC) System (90 Repair Times)

Sample Size = 90 Sample Mean 20.431 Standard Dev = 17.068

EXPONENTIAL LOGNORMAL ERROR

PARAMI A 0.049 2.730

PARAM2 0? 0.573

MEAN 20.431 20.419 0.06 %

50-TH PERCNT 14.162 15.334 7.64 %

90-TH PERCNT 47.044 40.459 16.28 %

95-TH PERCNT 61.206 53.251 14.94 %

CHI-SQUARE [CS] 25.600 7.600 EQUIPROBABLE CELLS

DEG OF FREED Iv] 16 15 18

P[ix (V) CS] 0.5992E-01 0.9388E 00
2 -a

WHERE a = LEVEL OF SIGNIFICANCE

4. ANALYSIS RESULTS

Table III summarizes the results of the statistical test analysis. These results are
based on the output of the computer program. The results from the probability plotting
and calculated percentiles are not presented here.

4.1 Results of Tests for Exponential and Lognormal Distributions.

Most of the sets of data show that the lognormal distribution is an adequate descriptor
for corrective maintenance repair time. From Table III, the assumption of the exponen-
tial distribution is rejected in 17 cases while the assumption of the lognormal distribu-
tion cannot be rejected in 15 cases. In 3 cases both assumptions are rejected and in one
case both assumptions cannot be rejected. Only in one case is the lognormal distribution
rejected and the exponential distribution cannot be rejected. The cases in which the
lognormal distribution is not accepted are cases 5, 9, 11 and 17.

The following discus.ion refers to those cases which either do not satisfy the underlying
assumption or are of special interest as their results are different from the others and'
or point out some interesting issues.

4.1.1 Set No. 3 - AN/GC'-51

This case represents the successful cases in which the lognormal distribution appears to
be a good fit. Figure 2 shows a plot of the data on lognormal probability paper which
results in a straight line, except for small deviations which can be attributed to
randomness in the lower level. The line goes from the origin as it should be expected
t.ieoretically. The histogram presented in the source paper (Reference 5) shows the
shape of a lognormal distribution.

4.1.2 Set No. 4 - AN/FPS-80

This case was presented as an unsuccessful one in the source paper (Reference 5) due to
inexperienced technicians and the need for adjustment factors to the repair times during
the demonstration. That conclusion is based on the histogram which is presented in the
paper. Indeed, one might reach such a (wrong) conclusion when relying solely upon a
histogram which, by its nature (data combined into intervals resulting in loss of infor-
mation) cannot be used to "test" an assumption on the distribution that fits the data.

All the tests (chi-squared, W, probability plotting) conducted for this case show that
the lognormal distribution is a good assumption and with high levels of significance
(0.71 and 0.92 for the W and the chi-squared tests, respectively).

The result of the chi-squared test for the exponential distribution shows that, had it
been tested separately, one would fail to reject it with a level of significance of 0.15.
The reason for this result may be that many of the repair times are concentrated at the
lower level (around the 10 minute value). Therefore, in cases like this one, careful
analysis must be made and more than a single test has to be performed in order to test
the assumption.
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TABLE III

Summary of Results

Set Sam- Goodness-of-fit Tests Percentage Error (* )  Accept/Reject
NO. ple (level of significance) R[u(× )<0.1

Size Chi-squared W on the Mean (minutes) R[,X(W)<0.05 NOTES

(n) EXP LGN LGN MLGN M EXP E(%) EXP LGN

[8): J(6) - (7)1

(1) (2) (3) (4) (5) (6) (7) Y*F (9) (10) (11)

1 59 0.04 0.23 -- 18.3 18.7 2.0 R A

2 20 0.006 0.27 0.06 25.1 25.4 0.9 R A

3 90 0.06 0.94 -- 20.42 20.43 0.06 R A

4 45 0.15 0.92 0.71 80.9 78.1 3.5 A A
5 75 1 x 10- 24 1 x 10- 8 -- 11.3 11.1 1.4 R R (1)

6 38 4 x 10- 6 0.32 0.07 29.0 28.5 1.7 R A (2)

7 50 2 x 10- 6 0.13 0.06 22.6 22.4 0.9 R A

8a 21 0.005 0.094 0.25 20.3 20.2 0.6 R A(W)

8b 21 0.04 0.71 0.87 71.7 70.7 1.5 R A

9 44 7 x 10-  0.053 <0.01 53.1 56.2 5.9 R R

10a 25 j 0.006 0.11 0.05 16.4 17.4 6.2 R A (3)

10b 25 0.11 0.11 0.42 20.9 20.8 0.2 A A (4),(5)

11 50 6 x 10- 8  0.004 <0.01 9.3 10.0 7.0 R R (6)12 50 3 x 1-4
12 50 3 x 10- I 0.41 0.06 11.2 11.5 2.8 R A

13a 0.002 0.15 0.58 48.3 48.2 0.24 R A

13b 5 1 x 10 8  0.016 0.0-i 72.1 72.3 0.35 R A(W)

14a 0.096 0.45 0.03 54.7 50.4 7.8 R A,R(W)37
14b 3 0.063 0.35 0.26 155.7 154.0 1.1 R A

15 50 0.014 0.17 0.85 54.3 52.0 4.2 R A

16 22 3 x 10 0.34 0.43 19.3 19.0 1.5 iR A

17 50 0.395 0.006 <0.01 19.9 17.0 -- A R (7)

18a 0.086 0.047 0.85 42.9 41.6 3.0 R A(W)39429 
4 . 3. !R A

i8b 0.05 0.15 0.85 44.1 43.3 2.0 iR i A

19 33 0.03 0.36 0.98 32.5 32.4 0.4 1R AII I -"
1 2

(*) The lognormal mean is MLGN = e where u and o are defined in equation (2).

11The exponential mean is M where X The percentage error when using
EXP x

the sample mean (assuming an exponential distribution) instead of the logarithmic

mean is IMLGN - MEXP X 100
MLGN

NOTES:

(1) A chi-squared test for normality resulted with probability of less than 0.005.

(2) The original sample size was 57, which included 19 actions for the same fault
(replacement of transmitting tube).

(3) A WE test resulted with rejection (less than 0.05).

(4) A WE test resulted with acceptance (more than 0.10).

(5) A histogram of 5 minute intervals shows a rough lognormal distribution.

(6) The assumption made in the demonstration report is that the repair time is log-
normally distributed.

(7) The percentage error is not significant as a result of the validity of the
exponential distribution in this case.
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4.1.3 Set No. 5 - AN/TPS-39(V)

This case was presented as a definite violation of the lognormal characteristics. The
reasons, as given in the paper (Reference 5), are attributed to the size of the equip-
ment. It is suggested there that the normal distribution should be considered as an
adequate descriptor because the repair times for small equipment are short and have
small variations around a mean value. The histogram in the paper indicates "almost" a
normal distribution. However, a chi-squared goodness-of-fit test for normality rejects
this assumption (with a significance level of 0.005), as well as did the tests for the
lognormal and exponential distributions. The lognormal probability plot shows a curve
with clustered data points to which a straight line cannot be fitted.

4.1.4 Set No. 6 - AM/3949-GR

In this c.se, the histogram including all 57 repair times was bi-modal (Reference 5) and,
therefore, does not fit either distribution assumption. One third of the repair times
were for a single fault, replacement of the transmitting tube. Filtering out these 19
data points resulted in a histogram in the paper which appears lognormal. Indeed, our
tests show this to be a valid assumption.

4.1.5 Set No. 8 - AN/ASN-131

This case points out an interesting issue concerning corrective maintenance repair times.
By differentiating between organization (set 8a) and intermediate (set 8b) repair levels,
it appears that intermediate level repair times follow the lognormal distribution better
than the organizational level repair times. This might be due to randomness in this
specific case. (The W-test and lognormal plot, for the organizational level, do not
indicate that the assumption should be rejected.)

Some conclusions may be derived from this case: (1) that the sample size is too small
for a chi-squared test, but is enough for a W-test, (2) that the W-test is less sensitive
to deviations around the mean value, (3) that a single test may not be sufficient, and
(4) that the lognormal distribution is an adequate model for both organizational and
intermediate repair levels.

Figure 3 shows the data plotted on lognormal probability paper for both levels of repair.

4.1.6 Set No. 10 - DSIS-SCF

In this case, 50 tests were conducted, 25 for on-line repair and 25 for off-line repair.
The equipment has much redundancy which allows on-line repair by "reconfiguring" the sys-
tem by patching.

For the on-line repair times (set 10a), the chi-squared test rejects the assumption for
the exponential distribution but not for the lognormal. For the off-line repair times
(set 10b), the chi-squared test does not reject either distribution and, according to
our reject criteria, just barely "accepts" both at the same level of significance.

Since the chi-squared test statistic was identical for both distributions for the off-
line repair case, both a WE-test and a W-test were then run. This resulted in
acceptance of both distributions. A histogram of 5 minutes intervals indicates a roughly
lognormal distribution which, together with the higher level of significance of the
W-test, and the probability plot (Figure 4(a)) shows that the lognormal distribution is
still a "better" descriptor.

Although the chi-squared test resulted in the same significance level for the lognormal
distribution for both on-line and off-line repair times, the W-test and t!.e probability
plot (Figure 4) both indicate a better fit for the off-line repair time.

4.1.7 Set No. 11 - Communications Subsystem-"Contingency Configuration"

In this case both distribution assumptions would be rejected based on our criteria. A
plot of the data on lognormal probability paper (Figure 5) shows indeed that any attempt
to fit a straight line to the data points would result in deviations all along the line.
This case represents the unsuccessful cases in which the lognormal distribution is found
to be an inadequate fit to the repair times.

(The reasons behind this phenomenon, in this and other cases, are subject to further
analysis in this study which is not yet completed.]

4.1.8 Sets No. 13, 14 and 18 - User Display Segments

In these cases, the demonstration reports (References 12, 13 and 17) include separate
repair times--"inherent" and "achieved." The "achieved" repair time includes additional
time required for obtaining test equipment, tools, spare items and maintainability
information during the demonstration tests.

The validity of the lognormal distribution, when differentiating between "inherent" (sets
13a, 14a, and 18a) and "achieved" (sets 13b, 14b and 18b) repair time is not quite obvious.
For "inherent" repair time, the assumption for the lognormal distribution is not rejected,
by both tests, in Case 13, but it is rejected by the W-test in Case 14 and by the chi-
squared test in Case 18. For "achieved" repair time, this assumption is rejected by the
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chi-squared test in Case 13, but it is not rejected by either test in Case 14 and Case 18.
The assumption for the exponential distribution can be rejected in all cases.

These results and lognormal probability plots show that both "inherent" and "achieved"
repair time can be assumed to be lognormally distributed.

4.1.9 Sets No. 17 and 19 - HT/MT Terminal and Autodin Memory/Memory Control Equipment

These two cases are discussed not because they violate the assumption of lognormality (in
fact the first one does) or because they show, without any doubt, that the lognormal dis-
tribution fits the data (as does the second one), but because their tests results would
have been expected in the opposite way. In the demonstration reports (References 16 and
18), what is assumed for one system is what should have been assumed for the other,
insofar as the appropriate distribution for repair time is concerned. The assumptions
in the reports were based on the nature of the equipment, rather than on statistical
tests. Probability plotting used in these reports have been found in our study to be
inaccurately interpreted (Case 17) and incorrect (Case 19).

In Case 17, the lognormal probability plot included in the report does not show a straight
line; most of the deviations are in the lower level (Figure 6). But, despite this, it is
concluded in the report that the lognormal distribution fits the data. Both the chi-
squared and W-tests reject this assumption, while the chi-squared test and an exponential
probability plot (Figure 7) show that the repair time appears to be exponent~ally dis-
tributed, a phenomenon to be investigated in further analysis.

In Case 19, it is shown in the report that an exponential distribution fits the data.
Thore is an error in the way the exponential plot was made in the report. The report
explains that "...(the exponential distribution) frequently occurs when repair techniques
include diagnostics which have clustered running time and component replacement times
which are constant." (Reference 18]. As correct as this statement might be, the statisti-
cal tests conducted by us for this case and the probability plots (Figures 8 and 9) do
not support it. The exponential distribution is found to be an inadequate model while
the assumption of lognormality is accepted.

Figures 8 and 9 readily illustrate the capability of probability plots to give a quick

indication of the suitability of a distribution.

4.2 Error in Inherent Availability Caused by Assuming an Exponential Distribution

An additional point that should be pointed out is related to the assumption of the expo-
nential distribution when calculating the inherent availability of a system. From Table
III, it can be seen that the percentage error due to this assumption, instead of usinq
the lognormal mean, is low, and, thus, its effect on the value of the availability or
on the accept/reject criterion during a maintainability demonstration is not significant.

Since for a high availability what is desired is a high MTBF and a low MTTR, equation (1)
can be rewritten as

1
AI = (3)

1 + MTTR

MTBF

where

MTTR 1
MTBF

In a practical case, MTTR is of the order of one hour while MTBF is of the order of 100
to 1000 hours. Thus, MTTR/MTBF z 0.01 to 0.001. Therefore, an error of a few percent
in MTTR by assuming an exponential distribution, instead of a lognormal distribution,
will have negligible effect on availability. Furthermore, the convenience in using the
sample mean, instead of the lognormal mean, despite the error, justifies such a minor
deficiency.

It should be also noted that the same effect is not true in the case of the percentiles
where the results of our analysis show errors of as much as 25% in the median values and
50% in the upper percentiles.

5. CONCLUSIONS

From the data analysis conducted in this research, we conclude that the lognormal distri-
bution is a good descriptor of the distribution of corrective maintenance repair time.
Fifteen of the nineteen cases from maintainability demonstrations of radically different
designs tend to show that, with an acceptable level of significance, this assumption can-
not be rejected. Similarly, the data analysis shows that the assumption of an exponential
distribution should be rejected in seventeen of the cases.

The percentage error in the MTTR when assuming an exponential distribution instead of a
lognormal distribution, as a matter of convenience, for calculating system availability



has been found to be small. Other than the one case in which the exponential would not
be rejected and the lognormal would, all cases have an error less than 10% and thus will
not have any significant effect on availability.

We have found that the methods used in the analysis complement one another. Because of
differences among the sets of data and their accuracy, this enabled us to arrive at more
meaningful conclusions in some cases.

Histograms, frequently used by some investigators, were founu to be helpful to some ex-
tent. But in a histogram alone, there is often a loss of information which may lead to
wrong conclusions. On the other hand, probability plots are very useful in determining
the suitability of a particular distribution and estimating its percentile, and sometimes
density, parameters. We did not find any significant difference when estimating the log-
normal distribution parameters (50th, 90th, or 95th percentiles) from a probability plot
instead of calculating them from the data. The average error is 2% for the median and
5 to 7% for the upper percentiles.

As regards continued research, three areas of special interest will be considered. The
first one is mechanical equipment repair times, an area in which, so far, we have been
unable to obtain maintainability demonstration data. In this case, the remove/replace
or repair actions may be of larger magnitude to the extent of exceeding diagnostic time,
and the lognormal assumption may not be valid.

The second area is related to the increasing use of digital techniques in electronic
equipment with increasing use of automatic fault detection and diagnosis and built-in
test. Coupled with the increasing use of microelectronics, the reduction in diagnostic
and repair times is already showing MTTR's approaching ten minutes.

The third area is the invcstigation of those cases in which the lognormal distribution
is rejected in order to discover the underlying reasons therefor.
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DISCUSSION

C.J.P.Haynes, UK
Is it not correct that for analytical availability models, given that the distribution of number of failures pei time
period is Poisson, then the distribution of numbers out of service can be fully defined from the detect arising rate
and the NITTR the distribution of time to repair is not needed (Palm's Theorem)?

Author's Reply

I don't think I fully understand your question, and I am not familiar with the theorem you mentioned. If we
assume only one failure and repair at a time, then we must be concerned with the repair time distribution just as
we are about the failure distribution. The distribution of numbers out of service is quite a different thing than the
time to repair.

B.G.Peyret, Fr

Les dues de reparations interviennent dans la majorit des cas par leur moyenne E T R I C MlTR

Donc pour calculer numeriquement MTTR, A partir des r~sultats

(TR)I , (TR )2, (T R)3 ..................... (TR)n

on sait que, sin est grand (W 30) 7 (T R)i est un bon estimateur de MTTR inconnu et I'on peut proposer
n i

l'intervalle de confiance associ6.

Question: Pourquoi a-t-on besoin de raccorder '&chantillon TRI ........................ TRn d une distribution a priori
expon, log normal etc?

Author's Reply
One can calculate the MTTR of course from data. However, if one wants to predict, allocate and perform design
test demonstrations, it is necessary to assume a distribution. In the case of active repair time, where the log-
normal distribution is assumed, one needs two parameters which are normally taken as the mean and an upper
percentile or the median and an upper percentile. In the case of the lognormal distribution, the median is
identically the geometric mean which, in this case, is a better measure of central tendency than the arithmetic
mean.
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RELIABILITY MANAGEMENT OF THE AVIONIC SYSTEM
OF A MILITARY STRIKE AIRCRAFT

A. P. White
J.D. Pavier

EASAMS Ltd.,
Park Street,
CAMBERLEY, Surrey, UK

SUMMARY

The System Management techniques to achieve the rel~ability requirements for the Avionic System of the
PANAVIA TORNADO aircraft are described. The niethod of apportionment of these requirements to
each of the constituent parts of the system is explained. The aims, cost-effectiveness and experience
to date of reliability demonstrations are outlined.

1. INTRODUCTION

EASAMS Ltd. is a systems company, which provides operational analysis, system studies, and
system design and integration in avionics and other fields.

A decade ago, EASAMS undertook the design and integration of the Navigation and Tactical System
of the highly successful Nimrod MR Mk. 1 aircraft.

In 1969, the Royal Air Force, the West German Air Force and Navy and the Italian Air Force,
pooled their requirements to define a new high performance military strike aircraft. Due to the various
roles it would have to perform this aircraft became referred to as the Multi-Role Combat Aircraft
(MRCA). EASAMS has been undertaking the design and integration of the avionics system for the MRCA,
and this paper is based on EASAMS' experience on this project.

2. MRCA

The PANAVIA MRCA, now known as the TORNADO, will soon be entering service. It is a two-
seater, twin-engined, swing-wing aircraft, which is being produced in two main versions:

- Interdiction/Strike Version (IDS)

- Air Defence Variant (ADV)

This paper is primarily concerned with the IDS version, but similar principles apply for the ADV.

2.1 The Main Roles of the IDS Version

The main roles of the IDS version are:

a) Ground Support

b) Interdiction and Strike

c) Air Superiority

d) Reconnaissance.

2.2 The Operational Environments

The operational environments under which the aircraft would have to operate are:

a) Day or night

b) All weather

c) Defended areas

d) Variety of targets.

3. THE MRCA ORGANISATION

Figure 1 shows the international organisation for the MRCA project. The interests of the defence
ministries of the UK, the Federal Republic of Germany (FRG) and of Italy are represented by the NATO
MRCA Management Organisation (NAMMO). The NATO MRCA Management Agency (NAMMA) placed a
contract with PANAVIA for the design and development of the MRCA aircraft. The partner companies
of PANAVIA are BAe (Warton), MBB (Munich) and Aeritalia (Turin). PANAVIA then placed a contract
with EASAMS to undertake the following functions:



a) Co-ordinating design responsibility for the avionics system

b) Technical authority for avionics equipment development.

EASAMS placed subcontracts with ESG (Munich) and SIA (Turin). The avionic system companies
EASAMS, ESG and SIA are the authorities for technical direction of the avionic equipment suppliers,
while the PANAVIA partner companies BAe. MBB and Aeritalia are the respective commercial
authorities.

4. RELIABILITY INFLUENCES

Although international collaboration on such a project must inevitably cause many problems there
has been a consistent and high level of effort devoted towards achieving the reliability requirements.
The main causes appear to have been:

a) Sharing the experience of previous projects of the national services and the determination
by the defence ministries to apply adequate planning and financial support to the reliability
activities.

b) The size of the combined production orders has helped to justify costs devoted to reliability
activities.

c) The monitoring by NAMMA throughout the project of the reliability progress and the
encouragement to PANAVIA to ensure that the reliability requirements are achieved.

d) Fixed price contracts onto the equipment suppliers.

e) Money allocated to reliability activities has been preserved and applied to that purpose.

5. APPLICATION OF THE CUSTOMER'S RELIABILITY REQUIREMENTS

5.1 NAMMA - PANAVIA

The Customer in this context means the air forces of the three nations as represented by NAMMA.
The technical requirement document included in the contract from NAMMA to PANAVIA states the
mission reliability for the whole MRCA weapon system. The weapon system comprises the aircraft
together with the essential ground support services. The aircraft itself is divided into:

a) The Airframe

b) The Aircraft Instruments and Control System

c) The Engines

d) The Guns and Armaments

e) The Avionic System.

5.2 PANAVIA - EASAMS

PANAVIA determined an apportionment from the NAMMA requirement in order to place a mission
reliability requirement onto EASAMS for the avionic system. EASAMS then had the following tasks:

a) Assess the feasibility of achieving the avionic system mission reliability

b) Apportion the reliability requirement onto each avionic equipment

c) Prepare and negotiate the reliability parts of each equipment supplier's contract

d) Monitor and control the development progress of each equipment supplier to ensure that the
reliability requirements are achieved and demonstrated.

6. INITIAL DETERMINATION OF RELIABILITY REQUIREMENTS

6. 1 Relative Complexity of the Equipment Types

The MRCA avionic system comprises about 35 different types of equipment. (The exact number
depends on the particular air force fit. ) Each of these equipments has a different level of complexity
and hence a different reliability potential. The relative complexity varies from that of a simple
equipment with 100 components to a complex equipment with 10,000 components. In addition there is
a range in the complexity of the individual components.
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6. 2 Market Survey

I
During an early phase of the MRCA project, before the process of equipmer.t supplier selection,

a market survey was carried out. This consisted of preparing and sending our Preliminary Technical

Requirements to many electronic firms in the UK, the FRG and Italy to determine those which would be
interested in and capable of undertaking the design and development of any of the equipments concerned.
In the reliability part of these Preliminary Te-hnical Requirements each firm was requested to state the
numbers of the different types of components which their proposed design would contain and the results

of a reliability prediction using standard component rates. The component failure rates were copied
from the Royal Radar Establishment Report No. 244(1). Many of the prospective equipment suppliers
considered that these failure rates were pessimistic and submitted reliability estimates bLsed upon their
own component failure rates. However, for a fair apportionment it was essential that a uniform basis
should be used.

6.3 Equipment Reliability Analysis

When all the replies to the Preliminary Technical Requirements had been received they were

assessed to ensure that each proposed design had a reasonable chance of meeting the performance
requirement. The reliability estimates in the replies were then checked against the prescribed standard

component failure rates, and the estimates were then averaged for each equipment type. The results
gave a measure of the relative complexity of each equipment type necessary to meet the performance

design requirements.

6.4 Apportionment of Reliability Requirements to each Equipment Type

The first step towards the apportionment of reliability requirements was to make an analysis of
the mission reliability. This will be described later under the heading Reliability Model.

The results of the equipment reliability analysis were compared with the avionic system mission
reliability specified by PANAVIA. The reliability estimates for all the avionic equipments were then
adjusted by an equal factor to achieve the mission reliability. These apportioned equipment reliability
values were subsequently used for the avionic equipment design specifications for the development
contracts.

7. COST EFFECTIV'ENESS OF CONTRACTUAL RELIABILITY DEMONSTRATION

7. 1 Contractual Aspects

At an early stage in the MRCA project it was proposed that the contracts onto the avionic equipment
suppliers for both the development and the production phases should include reliability values as
contractual requirements. This means that the reliability must be specified in a way which can and will

be proven by test. Each supplier's contract was negotiated as a 'fixed price' and the costs of the
reliability demonstration tests were regarded as a valid part of this fixed price. However, if the
equipment design failed the demonstration, the supplier would be required to carry out redesign and

resubmit to test without increase of the cost limits of the negotiated contract. Although the cost reserved
for the reliability demonstrations formed a significant part of each supplier's contract it was expected that
there would be a cost saving overall as a result of increased reliability of the equipment when in service
use. NAMMA therefore requested considerations of the cost implications of reliability testing, initial
and life cycle.

7.2 Cost Implications on Procurement

The requirements for the reliability demonstrations of the MRCA avionic equipment were taken

from the American document MIL-STD 781B(2).

The cost of a reliability demonstration comprises:

a) The design test samples b) The environmental test facility

c) The test equipment to operate and d) The engineering effort involved in setting up
check the equipment under test and running the test.

When carrying out this analysis in 1971 calculations were, of necessity, based on very limited

factual information. Where the data was vague there was a tendency to form pessimistic assumptions.

7.3 User Costs

The benefit of a contractual reliability requirement is that User costs were expected to be lower
due to the equipment showing a higher reliability on entry into service use. On the basis of experience
expressed in a UK Ministry of Defence report it was expected that equipment that did not have to comply

with a contractual reliability demonstration would enter service use with 20% of the predicted reliability
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and that, resulting from in-service experience and consequent design changes, would increase to 90% of
the predicted vaJue within six years. Conversely, where a contractual reliability demonstration applied,
the equipment would enter service with 45% of the predicted reliability and would increase to 90% of this

value in one year. This is presented in Figure 2. When equipment entering bervice use has a higher
reliability the following results can be expected:

a) Fewer aircraft would be required to achieve the same mission effectiveness. This would

reduce not only the prime aircraft costs but also the operation costs.

b) The reduction in the number of equipment failures would reduce the maintenance costs and

the amount of spares holding to effect these repairs.

c) Most of the reliability design improvements would have been effected by the supplier, thus

reducing the number and application of modification kits during service use.

7.4 Cost Comparison

When the detailed cost estimates were made as outlined above the expected cost saving in service
use came to 1. 8 times the cost of including reliability as a contractual requirement. This was sufficient
to justify such a policy even allowing for some uncertainty in the data used.

The method of calculating the reliability demonstration costs had applied rigidly MIL-STD 781B
Test Plan II to each equipment. The effect of this is that the demonstration costs for some of the less
complex and hence more reliable equipments would represent a very high proportion of the development
and production costs for those equipments. Furthermore a proportional reduction on the reliability of
those equipments would have a less significant effect upon the system reliability. This indicates
therefore that there should not be reliability demonstrations on some of the less complex equipments.

A further comparison with the User Costs shows that the cost-effectiveness could be four times
rather than 1. 8 times.

Following the estimates which were made back in 1971, it was decided that a reliability demon-

stration should beapplied to 30 out of the total 47 MRCA avionic equipments.

The production phase reliability demonstration techniques and costs are currently being resolved.
After some years in-service use, the benefits of the contractual reliability demonstrations will be
revealed. It is strongly recommended to the Ministry of Defence departments of each of the three
nations that the in-service cost-effect of these reliability demonstrations should be measured and
compared with the procurement costs; this would help to justify on a future project the level of attention
to reliability activities that there has been on the MRCA project.

8. STANDARD RELIABILITY REQUIREMENTS FOR EQUIPMENT SUPPLIERS' CONTRACTS

8. 1 Reliability Content of Equipment Specifications

Following the cost-effectiveness study of reliability demonstrations it was initially planned to
require all new avionic equipments with MTBFs less than 4,000 hours to be demonstrated in the Develop-

ment Phase. For cost saving reasons the demonstrations of some of the less important equipments
were deferred until the Production Phase and treated as Options, but Development Phase reliability
demonstrations were required for 30 equipments.

A 'model specification', defining standard requirements for every avionic equipment, was written,
into which any quantitative or other requirement applicable to a particular equipment could be inserted.
The first basic task in the formulation of standard reliability requirements was to define unambiguously
the terms 'defect' and 'failure'.

Having defined the terms 'defect' and 'failure', and assuming that defects and failures are random,

it remained to specify the conditions under which the equipment is used before a quantitative requirement
,an be imposed. Three different reliability requirements were in general standard:

a) Defect rate installed in aircraft, for ground and flight operational conditions

b) Failure rate installed in aircraft, for ground and flight operational conditions

c) MTBF under a defined Test Plan and demonstration conditions of MIL-STD 781B.

The first two of these, although of most interest to the Customer are difficult to enforce
contractually, because it is difficult to prove to the supplier that the particular conditions in the aircraft
and methods of use did not exceed the specified limits for the equipment. On the other hand, a
reliability demonstration is conducted under carefully controlled conditions at the Supplier's premises.
However, reliability demonstrations are long and expensive tests, and the results are statistical; there
are always chances that a sub-standard equipment will pass and that an above standard equipment will

fail.L
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8.2 Test Requirements

The standard conditions adopted for reliability demonstrations are shown in Figure 3.

The four main types of stress on the equipment, namely temperature cycling, vibration, ON-OFF
switching and voltage cycling are not intended to simulate conditions in the aircraft but to provide a
universal standard against which equipment could be assessed, and it was expected that similar results

to fully operational service would be obtained.

Probability Ratio Sequential Tests (PRST) of MIL-STD 781B were used in general, rather than the
alternative Fixed Length Tests. A typical PRST plan, shown in Figure 4, has three basic parameters:

a) Supplier's risk - the probability that a 'good' equipment will fail

b) Purchaser's risk - the probability that a 'poor' equipment will pass

c) Discrimination ratio - the MTBF ratio of a 'good' to a 'poor' equipment.

'Relevant' failures, that is, failures attributable only to the equipment under demonstration, are
plotted in relation to the applicable test plan and eventually an accept or reject decision is reached.
Failures due to external causes or occurring outside the demonstration, e. g. during burn-in, are termed
'non-relevant' and are not counted.

Test plans of MIL-STD 781B cover a range of risks and discrimination ratios. The lower the
risks and discrimination ratio required, the longer the test plan if expressed in multiples of MTBF.
Although Test Plan II of MIL-STD 781B was initially proposed as a basis, it was not possible to use
Test Plan II for high MTBF equipments with the available number of models in the required timescale.
The following table shows typical test plans chosen for ranges of MTBF:

MTBF Range Test Plan Risks Discrimination Ratio

Up to 500 hours ii 20% 1. 5: 1

500 to 1, 600 hours IV 20% 2: 1

1,600 to 4,000 hours IVA 20% 3: 1

The test plans were chosen so that demonstrations were estimated to be completed in one year with
three models being tested simultaneously. One year was considered to be sufficient time for either a
demonstration to reach an accept decision at the truncation point, or for a reject decision to be reached,
the equipment modified and the second demonstration to reach a decision at the expected decision point.

The possibility of early failures causing pessimistic reliability demonst ration results was reduced
by allowing the equipment models to undergo a period of 'burn-in' before the start of the demonstration.
MIL-STD 781B allows any period of burn-in to be carried out on the demonstration models or none at all,
provided that the same burn-in is applied to all other models. However, a minimum burn-in require-
ment of 48 hours ON-time under reliability demonstration conditions was imposed on models to be
delivered, which effectively limited the burn-in on demonstration models to 48 hours.

8.3 Commercial Aspects

The main purpose of the requirement for reliability demonstrations was to encourage suppliers to
make maximum efforts to ensure reliability in the design and manufacturing stages. The price for
reliability demonstrations was fixed and was usually related to truncation or expected decision points,
so that if a demonstration was passed with a minimum number of failures, the difference between the
actual cost and fixed price received was profit to the Supplier. Conversely, if a supplier had several
reject decisions before reaching a final accept decision, a loss could be incurred, apart from his expense
and time in the redesign of the equipment and resubmission for demonstration.

9. RELIABILITY MODEL

Having defined the reliability requirements for all the avionic equipments, an estimate was made
to determine whether the Customer's overall requirement could be met. This involved a calculation of
the mission reliability of the avionic system from the defined mission and the failure rates of the
equipments used. For this purpose a standard mission was chosen out of the many possible missions
this multi-role aircraft could perform. The chosen mission represented a planned strike against an
enemy ground target and was assumed to be a peacecime mission simulating a wartime situation. The
mission was divided into eight phases as follows:



a) Phase 1: Check of all equipmentby aircrew. Any failure of an equipment during this
phase would imply failure of the mission.

b) Phase 2: Take-off

c) Phase 3: Outward flight over friendly territory

d) Phase 4: Outward flight over hostile territory

e) Phase 5: Attack

f) Phase 6: Return flight over hostile territory

g) Phase 7: Rcturn flight over friendly territory

h) Phase 8: Approach and landing.

The requirements were therefore:

i) Phase 2: Manual Control

ii) Phases 3-5: Automatic flight control and terrain following

iii) Phase 6: Manual or automatic flight control and terrain following

iv) Phase 7: Manual or automatic flight control

v) Phases 3-6: Accurate navigation

vi) Phases 2-8: Communication with ground and between aircrew

vii) Phase 8: Visual or instrumented approach

viii) Phases 4-6: Defensive aids

ix) Phases 2-8: IFF.

For every required function in each phase the necessary equipments are listed for all prime and
acceptable reversionary modes. An example of this is shown in Figure 6. A reversionary mode may
be selected, but this usually involves degraded accuracy or increased aircrew work load.

The overall mission reliability can be calculated from a series of logic equations by means of a
computer program originated by MBB(3). The program can accommodate factors which may be applied
to equipment failure rates to represent different modes of operation in different phases, and it also allows
for the possibility of components failing in phases previous to the one in which they are used.

The possibility of failures occurring in equipments which are not being used at the end of a mission
is allowed for by applying a factor in Phase 1. All detected failures are required to be repaired between
missions, but undetected failures which occur during a mission are not detected until Phase I of the next
mission.

10. PROGRESS OF EQUIPMENT RELIABILITY DEMONSTRATIONS

10. 1 Allowance for Design Improvements

In order to fulfil - contractual requirement to pass a reliability demonstration, a Supplier mubt:

a) Design the equipment

b) Build it

c) Test it under all conditions including RDT conditions

d) Identify any design weaknesses

e) Modify the design

f) Repeat c) to e) until no weaknesses are thought to remain

g) Carry out the reliability demonstration.

Ideally there should be more preliminary testing than formal reliability demonstration testing.
However, because of the extremely tight time schedules allowed for development and qualification, there
was often insufficient time left for adequate preliminary testing. Many suppliers therefore requested
that some design improvements should be allowed to be made during the demonstration phase. This was
agreed and an addition made to the rules for reliability demonstrations contained in MIL-STD 781B, to the
effect that a failure once classified as relevant, may be re-classified to non-relevant with the Purchaser's
approval. Minimum conditions for such approval to be given are:
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i) Sufficient test data has been accumulated and presented to the Purchaser to assure

that the corrective action proposed is effective in eliminating the failure mode.

ii) The above referenced corrective action (which may be design, part or production
process change), is incorporated in all equipment of the lot from which the reliability
test sample was drawn, or on those equipments selected by the Purchaser.

This additional rule sometimes allowed a demonstration to continue after a reject decision, if
corrective action could be undertaken and shown to be effective. For a reclassification to be approved
the Purchaser has to be convinced that if the corrective action had been applied to the equipment before
the demonstration started, that failure would not have occurred. It was therefore considered that the
reclassification rule does not reduce the effectiveness of the reliability demonstrations, and would
combine a reliability improvement programme and a reliability demonstration in the same test, thus
saving time and ultimately producing a more reliable design.

10. 2 Results

Table 1 shows the results of reliability demonstrations to date.

TABLE 1

RESULTS OF RELIABILITY DEMONSTRATIONS TO DATE

Total number of avionic equipments 47

Total number of reliability demonstrations required 30

Number of demonstrations started to date 26

Number of demonstrations which have reached accept or reject decisions 21

Number of first time accept decisions 13

Number of accept decisions after initial reject decisions 3

Number of accept decisions without any failure 3

Number of accept decisions where failures were reclassified 13

Number of demonstrations in progress where failures have been reclassified 5

Many design improvements have resulted from using this procedure. As shown in Table 1 it has
been possible to apply reclassification to most of the demonstrations. The three demonstrations which
had no failures were all of equipments with MTBFs above 1, 800 hours. This leads to the conclusion
that demonstrations of less complex equipments may not be cost-effective. It is considered that the
major stresses of temperature cycling, vibration and on-off switching have been effective in showing
up weaknesses in the equipment. Voltage cycling is considered less effective, because the equipments
generally have power input stabilisers, and only these parts of the equipments experience the voltage
changes. The direction of vibration required by MIL-STD 781B (normal to the majority of the printed
circuit boards or cards) led to equipments being mounted in the chamber on their sides or ends. For
most of the TORNADO equipments, this inconvenience was considered unjustified, because the boards

were small and well-supported, and the stress on the board connectors would have been greater with a
vibration direction in the plane of the boards.

The additional stresses of random vibration and moisture required by the more recent standard
MIL-STD 781C(4), which is based on actual mission profile environments, are not considered cost-
effective at present. To summarise, from experience of working on TORNADO, it is considered that
reliability demonstrations according to MIL-STD 781B, with processes for rec- zssification of failures
as a result of corrective action, are effective in ensuring a reliable design of equipment.

11. MAINTENANCE OF STANDARDS DURING PRODUCTION

11. 1 Batch Sampling Tests

Once an equipment has passed its Qualification tests, including the reliability demonstration, its
design is considered to have satisfied the requirements of the development contract. Although it is
statistically possible for an equipment to pass a reliability demonstration with design weaknesses, it is
more likely that subsequent unreliability of equipment in Production is due to manufacturing deficiencies
or bad batches of component parts, rather than problems in design.



Some method of demonstrating that qualification standards are maintained in Production was
initially thought clearly necessary, and batch sampling tests were envisaged. To reduce the requirement
for test facilities to the level required for qualification demonstrations, and for reasons of economy, a
low sampling rate (10% reducing to 2%) was proposed. Another cost saving proposal was to treat these
batch sampling tests as options which would not be taken up, if experience of the equipment in use were
so far satisfactory.

11. 2 Alternative Tests

It soon became evident, however, that this type of test would not be very effective in detecting a
deterioration in standards, because of the lengthy time interval between the start of any such deterioration
and the results of any subsequent batch sampling test. Alternative methods of checking the maintenance
of standards were considered and the most cost-effective method was considered to be the testing of every
equipment produced under demonstration conditions for a short period, typically 30 hours. The defects
found would be plotted cumulatively against time, in relation to a test plan, as shown in Figure 5.

If the staircase defect-time plot crosses the 'Corrective Action Required' line, or if pattern defects
are present, the Supplier must take corrective action. Typically, after every 150 equipments tested, if
the 'Corrective Action Required' line has not been crossed, the plot is restarted at zero. The Purchaser
reserves the right to stop the acceptance of the equipment at any time that a 'Corrective Action Required'
situation exists.

This type of testing, known as Production Reliability Assurance Testing (PRAT) has the main
advantage of quick indication if anything is going wrong. As it is similar to an extended burn-in, it will
require minimum extra facilities and cause minimum interference to the Supplier's production process.

A disadvantage of this type of testing is that the demonstration period takes place on every equip-
ment just after the burn-in period. If the burn-in does not completely cover the period of 'infant
mortality' defects, the results of PRAT will be pessimistic. Objections by suppliers to PRAT on these
grounds are usually overcome during negotiations by allowing for the possible extra defects in the risks
associated with the chosen PRAT plan. PRAT has now been negotiated with nearly every supplier and
is now being applied to the first Production equipments.

12. CONFIRMATION OF RELIABILITY ACHIEVEMENT

Reports of defects occurring during TORNADO flight trials are being analysed and assessed. Any
apparent patterns are notified and corrected, and the overall avionics defect rates per flying hour are
calculated for six monthly periods.

These calculated defect rates are considered pessimistic because:

a) An early standard of equipment is used

b) Interfacing and compatibility of equipments is not fully developed

c) Ground tests are conducted on equipment installed in aircraft. During these tests
equipment accumulates defects but no flying hours.

However, results over the last four six-monthly periods show a steady decrease in defect rates which
indicates that the target will be achieved, as shown in Figure 7.

13. CONCLUSION

Throughout the TORNADO programme the Customer, PANAVIA organisation and the equipment
suppliers, have all worked vigorously to achieve the reliability requirements for the avionic system.
As a result, the avionic equipment designed has proved capable of maintaining performance to stringent
specification requirements under severe environmental conditions with a low failure rate, thereby ensuring
that the TORNADO Weapon System will have a high probability of mission success. The main factors
influencing the achievement so far have been the high level of European co-operation at all levels, the
decision to impose reliability demonstrations and to allow for corrective action during these tests.

As may be expected, however, various problems have had to be overcome, and the following in
particular have caused difficulties.

a) Equipment contractors were instructed to subcontract parts of their equipment to other
suppliers, often in different countries, as part of national work-share agreements. This
has led to communication delays and problems in determining liabilities.
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b) In some cases an equipment had too low a level of complexity for an effective reliability
test programme to be performed independently. It would have been better in such cases,
where applicable to the system design, to include it with another equipment and to make one
supplier responsible for both equipments.

c) Some equipments are not common to all aircraft but were selected differently for different
national requirements. Due to the lower production requirement for 'national fit' equipments,
the relative cost to achieve the required reliability is greater.

d) Suppliers were authorised to begin manufacture of Production units before all development
tests have been completed. This led to priority being given to Production manufacture
rather than to further reliability improvement.

It is recommended that, for similar projects in the future, the relevant authorities should
appreciate those difficulties and should, where possible, avoid them by arranging the organisation and
management of the project accordingly.

14. SYMBOLS USED

oC = degree Celsius

g = local acceleration of free fall

h = hour.
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DISCUSSION

A.Andrews, UK
(1) Does not the fact that you allow manufacturers to discount a failure for which a fix is introduced during the

test, introduce the risk that the modification itself, which may possibly have undesired side effects, is not
subject to the rigours of the test.

(2) You mentioned that environmental testing was not carried out on TORNADO equipment because it would
not be cost effective due to the high cost of the capital investment. Is this really the case, or is it that funds
were simply not available at a late stage in the program?

Author's Reply
(1) Sufficient test experience is always required before a failure can be reclassified to non-relevant (and thus

discounted) as a result of design corrective action. This test experience can often be accumulated during the
remainder of the demonstration. However, if corrective action is applied towards the end of a demonstration,
we would certainly insist on extra testing to prove that the fix is effective and that it has not introduced
undesirable side-effects.

(2) 1 would expect that testing to Mil-Std-781B would reveal a large proportion of the design weaknesses in an
avionic equipment. Although testing to Mil-Std-781C may provoke a few more failures, I am not c" ivinced
that these few extra failures would justify the high cost of the test facilities required by Mil-,td-7c C, in a
program such as TORNADO.
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INTRODUCTION TO SOFTWARE RELIABILITY - A KEY ISSUE OF

COMPUTING SYSTEMS RELIABILITY

GUnter Heiner
AEG-TELEFUNKEN, Forschungsinstitut

Abt. NI4V3, Postfach 1730, D-7900 Ulm, FR Germany

SUMMARY

The paper presents an introduction to the problems of computing systems reliability with special
emphasis on boftware reliability and gives a survey of the fundamental approaches to achieve re-
liable software.

Starting from a definition of the basic terms and a classification of various error types the con-
cept of software reliability is examined. The problems involved in treating hardware and software
reliability on common terms are discussed. For the purpose of illustrating the concept of software
reliability, two simple reliability models are presented.

The basic methods of attaining reliable computing can be divided into the two complementary ap-
proaches of fault-avoidance and fault-tolerance. With regard to software reliability fault-avoid-
ance is still the predominant approach. In this category the two classes of constructive and ana-
lytical methods are summarized and discussed. Constructive methods facilitate error-free software
construction and provide for a good testability of the software. Analytical methods are used for
software validation. The main techniques are proving, static and dynamic analysis. Especially for
systems meeting with very high safety requirements, there is need for software fault-tolerance. Two
fundamental approaches to fault-tolerance by program diversity are presented and discussed.

1. INTRODUCTION

In the past the reliability of the computer itself, i. e. the hardware, was predominant, and it
was only for the hardware that the reliability could be quantified satisfactorily. Until now there
is no acknowledged model of system reliability for computing systems in which the interaction of
the hardware, software and human operation is taken into consideration. This is all the more remark-
able as the ratio between hardware and software in terms of cost has drastically changed in the
past few years (80 % software in 1973 vs. 25 % in 1960 CRAMAMOORTHY, C.V. et al., 1974]). In quite
a number of large scale systems, more than 50 % and even up to 75 % of the total software cost were
incurred for maintenance only, i. e. after the system was made available for use [MYERS, G.J.,1976J.

It is obvious that the high cost of software is largely due to reliability problems.

2. BASIC CONCEPTS AND TERMS

Regarding computing systems reliability and, in particular, software reliability, we can note a
confusion in terminology and a lack of consistency in the definition of the terms used. The con-
fusion is largely due to the fact that people involved in development and application of computing
systems employ subjective, i. e. very distinct, approaches to assess the reliability of the systems.

Hence treating terms and definitions in some detail is necessary for a thorough discussion of the

topic "software reliability".

2.1 COMPUTING SYSTEMS RELIABILITY

If possible, we will use the same reliability notions for computing systems as for general techni-
cal systems. There are, however, special aspects in
- the interaction of the hardware, software, and human operation,
- the enormous number of discrete system states, and
- the extremely high rate of state changes. Compared to other physical systems, the changes in state
are, for all practical purposes, "inertialess" [GOLDBERG, J., 1975].

The result is that faults can spread quite quickly to the overall system. On the other hand, how-
ever, faults can remain "hidden" from the user for a long period and are very difficult to repro-
duce.

In the following sections, the function and fault terms will be defined and the sources of faults
will be investigated.

2.11 The Concept of Function

In analogy with IEC TC 56 (list of basic terms), the reliability of a computing system is under-
stood as being its ability to perform the required functions under stated conditions for a stated
period of time.

The performance of the required function in the sense of the definition given means that the pro-
grams are executed "correctly", i. e. in conformity with the intended specifications [FREY, H.,19773.
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The correct function presupposes the following individual aspects (AVIZIENIS, A., 1975):
1. correct hardware;
2. correct software;
3. correct execution of the computer programs in the presence of hardware failures.

This, in turn, presupposes:
- that the results are not falsified as a consequence of failures;
- that the programs are not altered as a consequence of failures ("program integrity");
- that the data are protected against undesired changes, e. g. as a consequence of physical

faults or improper intervention ("data integrity");
- that the execution time of any program does not exceed the specified limit;
- that the storage capacity provided for every program remains above a specified minimum value.

2.12 The Concept of Fault

To achieve reliable systems, we must know about the sources of faulty behaviour and the various
types of fault. As a basis for further investigation the three terms "fault", "failure", and
"error" will be defined.

A fault is understood quite generally to be any attribute which adversely affects the reliability
of the system [FREY, H., 1977) or, in other words, which might cause it to malfunction.

This definition leaves open the question of
- whether an observed unit with a fault, e. g. a component or a whole system, was already defec-
tive at the beginning of the period of observation, and

- whether it is still performing its function.

In contrast, the occurrence (in a dynamic sense) of one or more faults in an observed unit not
defective at the beginning of operations is designated a failure when the unit under observation
can no longer perform its function.

Error has several meanings and it should be used with care. The definitions applied in this context
are [FREY, H., 1977):
- a human mistake or omission or
- the (fault-caused) difference between the actual and the desired output of a computing system.

The sources of faulty behaviour are very numerous. They can,however, be roughly divided into three
classes of faults [HEINER, G., 1979) (cf. fig. I).

"Logical faults" are faults in the structure realized which result from false reasoning. They can
arise during design (e. g. incomplete specifications, the wrong algorithm, wrong circuit) or during
implementation (a. g. programming error or faulty wiring).

"Physical faults" are due to uncontrolled physical processes caused by age or the environmental
conditions. They can arise during implementation (e. g. cold soldering) or during operation (e. g.
failure of a transistor).

"Oeration faults" are impermissible and inadequate human interventions in the operation (e. g.
wrong input).

Software and operator faults are characteristic of computing systems. The fact that they can be
numerically significant is shown by
- the general experience that in the first years of operation after starting up most of the errors
are software errors, and

- the experience gained with some special systems where malfunction was mostly caused by improper
operation.

Software errors arise due to the incomplete formation of a sequence of conclusions and the incom-
plete understanding of all the consequences. This insufficiency expresses itself in
- incomplete and/or inconsistent specifications and
- errors in the process of transforming a problem solution into a program.

Various investigations, e. g. [BOEHM, B.W., 1975), (ENDRES, A., 1975), indicate that more than half
of the software errors are design errors (specification errors included). Reasons might be:
- the problem has not been understood,
- the designer did not know how to solve the problem,
- the algorithm was wrong or insufficient.
The implementation errors (about 40 %) are mostly due to
- inadequate methods and
- wrong use of methods (especially programming languages).

Please note that we did not regard errors arising during error correction, because their sources
are the same as the ones already discussed. However, error correction itself is very error-prone
(KOPETZ, H., 1976): the probability of successful correction of only one instruction at the first
go is less than 50 %.

?.13 The Problems of Using Common Terms for Hardware and Software with Regard
to the Fault Process

As depicted in fig. 1, software errors are exclusively logical faults made during the design or
implementation stage. That means there are no "software failures". Proceeding from the - generally
common - assumption that the hardware is not defective when starting up, hardware faults are physi-
cal faults caused by failures which occur during use (cf. fig. 2).(From the point of view of its
behaviour, a logical fault of the hardware can be equated with a software error.)
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A hardware fault either makes itself felt immediately at the time of failure or, in the case
of a latent fault, not until a later operating state which arises due to the occurrence of a trig-
gering event (shown in fig. 2 as "malfunction when called on"). A software error does not make it-
self felt until a faulty instruction is run through or faulty data are used during execution of the
program.

In thia behaviour - which can be describe as being stochastic in the case of extensive software
or real-time systems - the software error resembles a hardware failure.

The probability of the program"running across a fault" which corresponds to the probability of
hardware failure depends on
- how many errors there are in the program and data,
- how the errors are distributed in the program and data,
- how the program is run through (therefore the impression of "load-dependence").

Here, however, it is possible to see a basic difference from the hardware. The main random variable
for describing the stochastic behaviour is the time of failure for the hardware, and the data flow
for the software, or, to say it more precisely: the system state vector which depends on the sequence
of the inputs made.

Whereas, for hardware, prediction of reliability data corresponds to the state of the art for quite
some time already, due to the fact that reliability models are available and the necessary parame-
ters are generally known, software reliability prediction is at present still very dubious. An esti-
mate can be made by statistical tests and by debugging evaluation which will be discussed later.

2.2 SOFTWARE RELIABILITY

The similarities between the software fault process and the hardware failure process showed that
the behaviour of software is not purely deterministic as might be expected theoretically. Because
of this apparently stochastic behaviour and because of our experience that generally the behaviour
of software is not predictable, the term "software reliability" is justified.

The ambiguous behaviour of software is partly reflected by two basic concepts that make up the no-
tion of software reliability [FREEMAN, P., 1976], [NAUR, R., 1977]: correctness and robustness.

A definition of the term "correct" has already been given: in accordance with the intended specifi-
cation. The word "intended" points out that meeting the stated specification is not sufficient for
correctness if the specification is wrong. The less demanding definition ("in accordance with the
stated specification") is widely used and is suitable for verification purposes. However, if there
is a specification error and the programs satisfy the faulty specification, the software cannot be
regarded as being correct. It could only be denoted as being "relatively correct" with respect to
the specification.

Correctness alone is not sufficient; reliable software implies robustness, i. e. the ability to
withstand unexpected demands. This implies, for example, that the programs will properly handle
inputs uut of range or in different format than defined, without degrading the performance of func-
tions not dependent on the non-standard inputs CBOEHM, B.W., et al., 1976].

Though the notion of robustness has become quite popular in recent literature, it should be under-
lined that it is not a term to be very happy with. The definition is not sufficiently precise and
therefore not very helpful for practical purposes. Furthermore it should be attempted to minimize
the unexpected demands, e. g. during the specification stage, by making provisions against invalid
data inputs.

3. SOFTWARE RELIABILITY MODELS

Until now software reliability has been understood as a common notion implying several properties.
It has not been understood as a measure. Quantification is difficult because the concept of soft-
ware reliability is not sufficiently analogous to that of pure hardware reliability, and reliabili-

ty measures are not easily translatable. Without going further into this s'ibject, two simple relia-
bility models shall be sketched.

Fig. 3 illustrates the mapping of input date into output data. We will assume that

- there is a systematic dependence of error occurrence on the input data,
- there are neither hardware faults nor operator errors.

If the software is correct, or if the program parts executed for a specific input data set iC do
not contain errors, the output data oC correspond to the required function

oC = F(iG )

Only for input data sets out of a specific domain E, an error will be encountered

0 0 F(iE)-

A simple model for a software error rate is given by [MACWILLIAMS, W.H., 1973] and [KOPETZ, H.,76]:

= r • T p(i) e(i3 )

where: r = input rate (number of operations per time unit)
p(i.) = probability of occurence of the input data set i.
(i.) binary error performance for the input data set

e 0 if performance is error-free; I otherwise

n = number of input data sets.
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The error rate can be applied to reliability theory as in hardware considerations. Although the
model is quite clear and supports understanding of the problems of software reliability, it re-
mains purely academic since p and e cannot be quantified in practice due to the vast input data
domain 1= fi,, i2 ... , in .

A model which can be used for reliability prediction has been proposed by Shooman [SHOOMAN, M.L.,
1973]. The model is based on the debugging effort I (in terms of debugging time) involved in re-
moving errors (see fig. 4). We will assume that
- no new errors are introduced, and
- the number of machine language instructions IT is constant.

The error model represents the normalized number of errors Er remaining in a program after de-
bugging:

Er (t) ET-Ed (V

, IT

where: ET = number of total errors in a program at the start of debugging
Ed = number of errors debugged:

The time-dependent reliability model

R(t) = -c.Er Q)t

where: c = constant of proportionality (indicating "instruction processing rate"),

represents the probability of a residual error being encountered during operation of the system.
It is assumed that this probability is proportional to the probability that any randomly chosen
instruction contains an error.

There are many objections to these models which make their validity very dubious, for example:
- the assumptions are generally too simplified,
- quantitative factors are difficult to determine,
- models based on testing are rarely transferrable from one software project to another, since the

testing process is rather undisciplined. These models can be used, however, in advance of a pro-
ject, to estimate the amount of testing required to achieve a specified reliability goal [MUSA,
J. D., 1975]

Finally, software reliability does not depend only on the number of errors remaining in the pro-
grams, but on the impact that errors have on the system users.

4. APPROACHES TO SOFTWARE RELIABILITY

There are numerous methods available for meeting reliability requirements and they can be assigned
to the two basic approaches of
- fault-avoidance and
- fault-tolerance.

The two approaches are complementary, and the total resources allocated to attain the required re-
liability may be divided between fault-avoidance and fault-tolerance. Though experience and analy-
sis have shown that a balanced allocation of resources between the two approaches has led to the
highest reliability of computing EAVIZIENIS, A., 1975), fault-avoidance has been and is still the
predominant choice in software.

4.1 FAULT-AVOIDANCE

Fault-avoidance is the approach in which the reliability is assured by a-priori elimination of

faults or the causes of faults, i. a. before the system has been put into the intended operation.
Hence fault detection and fault correction during testing are included in the notion of fault
avoidance.

Since in practice it is not possible to guarantee the absence of software errors, the goal of
fault-avoidance is the reduction of the unreliability to an acceptably low degree.

The methods used to avoid software errors can be grouped into two classes (fig. 5):
- the "constructive" methods which, when applied during the "construction" of the software, are

supposed to largely prevent errors and assure good testability,
- the "analytical" methods which validate the intermediate results of a development activity or

the implemented programs as the final results, i. e. methods which provide evidence of software
reliability.

A high degree of reliability is only achieved by applying both methods.

Please note that figure 5 shows the development process in a very simplified way. Every develop-
sent step applying a constructive method should be followed by a step applying an analytical meth-
od in order to verify the intermediate result. If an error can be detected and corrected at an ear-
ly development stage, this will cause considerably fewer problems and cost than later on (cost anal-
ysis in [BOEHM, B.W., 1977)).

4.11 Constructive Methods

For the reasons stated above, the constructive methods are applied in every project stage of soft-
ware development. Fig. 6 shows the main steps in the development. As a rule, the course taken will
not be as straightforward as indicated, but will also contain backtracks, for example, when the in-
completeness of the specification is noticed during the design stage.
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The intentions of the future user of the computing system are the starting-point. Almost always,
the users have imprecise notions of what they want out of the system.

A systematic approach to the requirements analysis is called requirements engineering [REES, R.K.D.,
19773. However, there is still no solution for the method of expressing the requirements, because
common languages like English and computer languages like FORTRAN are not fit for this task.

Deriving a specification out of the requirements is particularly critical since, as a rule, the
proof of satisfaction of the specification substitutes the proof of correctness. On the other
hand, specification errors (incompleteness, inconsistency, imprecision) are especially frequent
and probably cannot be avoided in the case of new developments.
These errors can be reduced and the validation facilitated by using a uniform formalized specifi-
cation language on every program level [PARNAS, D.L., 1972]. For the purpose of, for example, con-
sistency and completeness checking certain languages have been created in machine analyzable form
[REES, R.K.D., 1977).

Errors in the design phase are often due to gaps in the delimitation of the task areas covered by
a team of programmers. The team should be structured on the concept of the "chief- ro rammer team",
and the individual members should be assigned clearly defined tasks [BENSON, J.P., 1973).
The program itself should be designed "top-down" by successively refining the system and grouping
functions into modules.
Both strategies, top-down design and chief-programmer team, can be regarded as aspects of hierar-
chical structuring and of modularization, i. e. decomposition for reducing complexity.

The method of "structured programming" has proved a success in implementation. With this method,
tree-like structures are produced which consist of blocks having only one entry and one exit. Such
structures can be produced with less susceptibility to errors and are easier to check. Fig. 7
shows the three basic elements of structured programming: sequence, alternatives and iteration,
and with them every program can be written if construction of subprograms is allowed. A program
structured in such a way is GOTO-free and thus easier to unterstand because the order in which its
instructions are written corresponds to the order in which the instructions are executed during the
computing process [DAHL, O.J., et al., ,972].

To a great extent, modern programming languages such as PL/I and PASCAL contain language elements
which permit structured programming [JENSEN, K. and WIRTH, N., 19753. In addition there are also
processors, e. g. for FORTRAN, by means of which structured programming is possible.

Ehrenberger and Taylor have described guidelines for designing and constructing safety related
user programs [EHRENBERGER, W. and TAYLOR, J.R., 1977]. Boehm provides a checklist which can be
used as a guideline for programming, and compliance can be checked automatically [BOEHM, B.W. et
al., 1976].

High level programming languages facilitate reliable programs on account of the following features:
- they are more problem-oriented, they allow use of mathematical notation and thereby reduce errors

arising in the process of transforming a problem solution into a program;
- one statement will replace many assembler instructions, and therefore it is less error-prone as

experiences have shown [CORBATO, F.J., 1969];
- the variety of data types in high level languages enables the compiler to consistency checking

[ACM SIGPLAN, 1977].

The programmers themselves do the debugging, starting at the lowest level ("bottom-up"). Here the
most important aid is an efficient compiler which analyses the syntax and the structure.

A comprehensive treatment of the constructive methods (and of testing as well) is given in [MYERS,
G.J., 1976].

4.12 Analytical Methods

The analytical methods are primarily concerned with the validation of the reliability of the soft-
ware system or of individual prograsmsafter they are written and debugged.
This validation can be carried out in three basically different ways (cf. fig. 8):

- proving
- static analysis
- dynamic analysis (testing).

! (program verification): [ELSPAS, B. et al., 1972], [RAMAMOORTHY, C.V. et al., 1974],
LONDON, R.L., 1975], [ENDRES, A., 1977], [KRUGER,G. and NERMER, J., 1977]

Proving provides evidence on the basis of strictly mathematical methods that a program for all the
input data satisfying the input specification
- will terminate and
- will compute output data which are specified functions of the input data.

Thus proving provides abstract evidence that an overall problem solution has been obtained.

Disadvantages are:
- the method is at present only fit for small programs with low complexity,
- the difficulty of providing a complete formal specification,
- the extent of the proof, which often takes longer than the program to be verified (remedy:

automatic proof).
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Static Analysis [RAMAMOORTHY, C.V. at al., 1974], [GOODENOUGH, J.B. and GERHART, S.L., 1975],[HUANG, J.C., 1975], [MYERS, G.J., 1976], [ENDRES, A., 1977], [GEIGER, W. and VOGES, U., 1977],

[KRUGER, G. and NEHMER, J., 1977], [OKROY, K. and KERSKEN, M., 1977], [EHRENBERGER, W., 1978]

The static (program) analysis examines the structure of the program and the actions the program is
to perform. This is dope by an analysis of the source code (manually or automatically) without the
program being run.

The aim of the analysis is:
- to uncover semantic and structural errors which, for instance, have not yet been detected by the
compiler, and, in particular,

- to select the test data for a minimum number of test runs,
since static program analysis as the sole means of validation does not suffice.
Like proving, static analysis benefits from applying the techniques of structured programming.

Dynamic Analysis (Testing)

Dynamic analysis is the process of software testing consisting of driving the program with the de-
vised test data, evaluating the outputs and comparing them with the results to be expected on the
basis of the specification (cf. fig. 8).

The crucial point in testing is the selection of test data.
There are two distinct approaches:

- S e!ac testing (path testing) [RAMAMOORTHY, C.V. et al., 1974], [HUANG, J.C., 1975], [MYERS,G.J., 1976], [GEIGER, W. and VOGES, U., 1977], [EHRENBERGER, W., 1978], [TAYLOR, J.R. end

VOGES, U., 1978]
uses systematically derived test data (as a rule by means of a static analysis).
The test data are selected in such a way that, for example, all the program paths or all the
branchings and instructions respectively are covered at least once.
Nevertheless some kinds of errors cannot be detected:
- errors which do not falsify the correct result with certain test data,
- errors causing the omission of program paths.

Consequently, attempts are made to supplement systematic testing by

- statistical testing [EHRENBERGER, W., 1978], [TAYLOR, J.R. and VOGES, U., 1978]
in which case the test data are random data.
The success of this method does not depend on a preceding structural analysis, but it depends
all the more on the validity of certain assumptions of error distribution within the programs.
Further problems are the large amount of testing required and the difference between the input
pattern during testing and during actual use.

In contrast with proving, testing provides concrete evidence that at least a partial problem solu-
tion has been obtained.
Both methods are complementary in that the strengths and weaknesses can be mutually compensated for.

Joint use of complementary methods like
proving and testing or
systematic and statistical testing

seems to be the most promising approach to validation.

4.2 FAULT-TOLERANCE

After this short survey of the constructive and analytical methods applied to software development,
we must state that there is no way of ensuring that a fault-avoidance approach will completely suc-
ceed in r-eventing the occurrence of errors.

The second, complementary approach is termed the "fault-tolerance" approach, where the reliability
is ensured by the use of protective redundancy. In software, the redundancy required is not a sim-
ple replication of programs, since software errors, which are purely logical errors, would be pre-
sent in the copies, too. In order to cope with logical errors, diversity must be provided, i. e.
different means of performing the required functions.

Two fundamental redundancy principles, static and dynamic redundancy [AVIZIENIS, A., 1978], which
are well known in hardware have their counterparts in software.

Static Redundancy (Masking)

In this case, multiple independently generated programs are operated concurrently, possibly on dif-
ferent computers. Comparison or majority voting is employed to detect or correct errors (fig. 9).

Two methods can be distinguished:
- accomplishing the same task by distinct and "independent" programming teams ("multiple" or "n-

version programming") [CHENG, L. and AVIZIENIS, A., 1978] and
- applying fundamentally different solutions for the same task ("diverne programming")

Problems are:
- there is no knowledge of the extent to which common mode errors will arise,
- voting or comparison must be accomplished by verified software or (for safety related applica-

tion) fail-safe hardware,
- synchronization of the output signals is necessary,

y - results obtained by diverse numerical calculations can deviate. j
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Dynamic Redundancy (Error Detection and Recovery)

In the case of dynamic redundancy, the principle of standby-redundancy is transferred to software.
Randell has proposed a program structure, known as "roverblock", for error detection and re-
covery (fig. 10) [RANDELL, B., 1975], EHECHT, H., 1976], [ANDERSON, T., 1977].

A recovery block consists of a conventional procedure which is provided with a means of error de-
tection (a programmed acceptance test) and one or more standby spares, the additional alternates

(prodedurea 2 up to a in fig. 10). All of the alternates are diversely programmed statement lists.
The recovery block is executed by performing each alternate in turn, starting with the conventional
procedure (no. 1), until for some alternate the acceptance test is satisfied. However, if the last
alternate fails to pass the acceptance test, then the entire recovery block is regarded as having
failed. Recovery is then attempted at the level of the software module in which the failed recovery
block is embedded.

As in the case of static redundancy the problem of common mode errors remains. Furthermore, the
acceptance test may be quite difficult to accomplish and may become a reliability problem itself
(though the example of applying the recovery block technique to a sorting program is very evident
and is quoted with pleasure).
However, the recovery block can be an efficient and inexpensive tool for attaining a partial fault-
tolerant ("gracefully degraded") solution which might be adequate for a wide number of applications.

5. CONCLUSION

In the preceding survey of software reliability techniques, numerous methods for meeting reliabili-
ty requirements have been outlined.

Although there are many promising techniques, many problems still have to be solved.
A major cause seems to be that the development of reliability theory and practice hardly keeps up
with the rapidly increasing use of software and with the still growing complexity of computing sys-
tems. Furthermore, there are too many academic solutions with a too limited range of use.

Significant individual problems are:
- Most system specifications are incomplete, inconsistent nr just plain wrong.
- There is a lack of standards for design and documentation. Concepts are available, but deserve

broader application: [KATZENELSON, J., 1971], [EHRENBERGER, W. and TAYLOR, J.R., 1977], [LAUBER,
R., et al., 1978].

- The validation methods are not yet adequate for being as widely applied as they should be.

The lack of knowledge and experience in the field of software contributes to the fact that an inte-
gral treatment of system reliability which includes the hardware, software and human factors has
not been achieved until now.
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SOFTWARE RELIABILITY - UNDERSTANDING AND IMPROVING IT

L. Mackie

Software Department. Marconi Radar Systems Limited

Chelmsford, Essex, England.

SUMMARY

This paper is in three parts. First, ideas regarding Software Reliability are examined
so that we may understand its nature. Definitions are given of Software, its Quality,
Errors and Software Reliability. Second, a few realities of Software Development are
selected as the most important for consideration here. These are, "The Hardware/
Software/People System", Software Requirements Specifications, Software Testing,
Detection and Correction of Errors, and Time necessary for Software Development. In
the author's view, they lead to a set of individually simple (in principle if not in
practice) evolutionary steps which, if taken together, will provide a basis for
producing more reliable Software at reduced cost. The third part details these steps
which in summary are to write Software Functional Requirements in a rigorous form of
natural language, to simplify the problem structure and preserve it in the software,
to seek to eliminate and not just improve error-prone processes in Software
Development, to design for testing and make tools, to use more hardware to permit all
the above, and lastly to allow the time to do the Software Development job properly.

1. DEFINITIONS

The term "Reliability" has meaning for most of us. Something (or someone) that is
"reliable" can be depended upon to perform a task,

a) whenever we want it done, and

b) to our satisfaction.

The performance need not be flawless. If it is flawless, human nature being what
it is, we will find something to criticize even if it has to be the performer:

Clearly, it would be meaningless to discuss reliability without defining "the
task" and what constitute "errors"; and in the case of software reliability, what
software is. This is where we must start.

What is Software?

To answer this question, let us consider Software as part of a System (see Fig. 1).
The diagram shows People and Hardware reacting to and using Real World situations
and information to achieve objectives in a changed Real World. The general
capabilities of the Hardware and the People are called upon by specific instructions
which must be followed if we intend to achieve the system's objectives. Both
sets of instructions are necessary, and each is dependent on the other.

Hence our definition:

"Software is that set of instructions to Hardware and to People using it in the
Real World, so that the System as a whole attempts to achieve defined objectives
with information (and sometimes, materialr)."

Note: The purpose of a new System is to change the existing Real World. How do we
predict our future needs, and how well can we do so? These and other points are
discussed in Part 2 - "REALITIES OF SOFTWARE DEVELOPMENT" - of this paper.

The Task and Software Quality

British Standard (BS 4778) defines Quality as "The totality of features and
characteristics of a product or service that bear on its ability to satisfy a given
need". This can be summarized in one word, namely "DUTY". I believe that this
definition is completely adequate for software.

To explain this view which may not be widely shared in the Software world, let us
compare a Transport Service and an on-line Banking System. The defined Quality of
the Transport Service includes the area covered, the period covered, the comfort,
in fact all sorts of attributes which are too numerous to mention here. All these
are expectations of service. The higher our expectations, provided these are
defined (and achievable) or undefined but reasonable, the higher the required
Transport Service Quality. Sadly, all too often our expectations are not realized
in practice - and the Quality is not achieved.

2 II



31-2

So also with the on-line Banking System. Is it local, countrywide or international,
days/week or non-stop, with a cash withdrawal service time not exceeding 3

minutes, etc? Again there are very many other defined attributes to the service.
lts quality will increase with its Duty.

The efficiency, modularity and other characteristics of the Software may not con-
tribute to meeting the required Quality. Increasing the efficiency often decreases
the maintainability (which may be included in the Quality definition). It is the
,uulity definition that determines whether the above characteristics matter. How-
ever, the testability will almost invariably matter.

A priori allowance for human and hardware errors, and particularly the host of
exceptions to the normal in the real world, all these add greatly to Software
Quality, and especially its cost. The psychological barrier to simplification
discourages discrimination in such matters thereby generally leading to unnecessary-
ily high quality (N.B. the physically dispersed detailed definition of the Software
task exacerbates this problem - see Key Point C2 and the purat'raph preceedinq it for
discussion of why physical dispersion occurs).

Errors

The occurrence of an error will cause failure of an objective which, if considered
part of the Software Task, is a failure to achieve Quality. This is an instance of
Un-Reliability. We have Unreliable Software of a given Quality, and not Reliable
7-oftware of a lesser Quality since our normal expectation is that the error will be
corrected. Some erro-s are permanently tolerable (- in effect, a lower Quality is
thereby defined). Others may be totally unacceptable.

Undefined but reasonable expectations are not ruled out of the definition of a
system's Quality. There is ample precedent for this attitude in everyday
contractual/retailing situations. So why should Software be an exception to this
practice? Whether or not it is reasonable to expect reasonable system behaviour
wher! operating outside its specified limits depends on the impact of the unreason-
able behaviour (e.g. air traffic control vs. payroll systems).

Software Reliability

The difficulties of defining Quality levels and Error states should illustrate why
it is difficult to measure Software Reliability without making some over-simplific-
ations. In my view, it is more important at this time to improve Software
Reliability than to measure it with a rather arbitrary yardstick. Nevertheless,
Myers(1976)gives a practical definition:

"Software Reliability is the probability that the software will execute* for a
particular period of time without a failure, weighted by the cost to the user of
each failure encountered."

Reliability is measured and indicates the extent to which the defined Quality has

been achieved.

*(My note: i.e. the system user instructions will be used and the software programs
will run in the system hardware all operating in the real world).

Thus objectives need to be classified according to cost of failure, the software
reliability measured for each class, and then aggregated for the system. In
practice it happens, in that frequent trivial failures are more acceptable than
infrequent catastrophe.

2. REALITIES OF SOFTWARE DEVELOPMENT

The Hardware/Software/People System

This System has the following important features which are often overlooked:

a) Stochastic components are present with differing stochastic behaviour
(i.e. people, repaired hardware, repaired software).

b) It has 2nd and Higher Order effects which may be obscure, slow to
manifest, and quite unexpected.

c) The existing Real World before the coming of the System is precisely what we
wish the System to change. But how well do we understand the Real World? It
is complex and continuously changing, of its own accord and also in
anticipation of the new System. Our perception of it necessarily lags the
facts.

This difficulty must grow exponentially with the System scope.
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d) The System's objectives (i.e. requirements) are intended to satisfy our
future needs. In predicting our future needs, I suggest that in practice
we use modelling in some form. We use past experience to decide upon our
first model which is then "understood" only by exercising it to see how it
behaves. It is this feed-bE-k which leads us to change the model, and it
takes time.

Our modelling is inevitably incomplete, mainly because we are unable to conceive
all the circumstances that the system will encounter in practice. Even some that
we do conceive we fail to apply to the model. This leads to implicit system
requirements, of two kinds, known as "Human Expectations"; those which are
anticipated but unstated, and those which are unanticipated and defined-'ol
thgh isght. It may be a matter of luck when the system's behaviour happens
to satisfy these human expectations. And where these expectations are violated,
they can not always be ignored in the commercial situation of system vendor and
purchaser, just because they were not specified in advance. Table 1 shows some
typical methods for Modelling;

KEY POINTS

The above features of the Hardware/Software/People System should lead us to
recognize that,

Al. To specify all the system requirements before Software Implementation
is probably impossible.

A2. As there is an inevitable need to iterate, we must seek ways to
improve iteration.

A3. Software Development has been a process with inherently low predictability.
In many areas, it still is, and particularly for those engaged in the
specialized and complex one-off system, without significant changes in
approach, it is likely to remain so.

Software Requirements Specifications

These should cover at least,

a) System Inputs and Outputs, and the Functional Requirements relating them,

b) Performance (Timing, Accuracy, Availability)

c) Loading and Limit conditions, and Over-load actions

d) Hardware environment

etc.

Generally, by far the largest and most complex of these sections will be the
Functional Requirements relating the System Inputs and Outputs. This section, the
"Functional Requirements", is procedural in nature (i.e. given a Real World
Situation, react accordingly; produce this Output from these Inputs in this way).
Traditionally this has been written in natural language prose, with all the
attendant freedom and ambiguity that prose offers. Diagrammatic/tabular present-
ation is often included. It is unusual to find any accompaxnying Glossary of Terms

and an Index (not a contents list). Why is this, when we certainly would criticize
their absence from a text-book? I think that this is one of the all too frequent
instances of the Software Industry ignoring well-established experience.

Consider now the objectivesof the Requirements Specification. The obvious one is
Definition of the task. But is it not common practice during Software Development
for the Requirements Specification also to be used for the introduction of new-
comers to the System? At that stage, it is the only document purporting to define
what the system has to do.

Thus, by default, it is used for the Induction of people and indeed, sometimes it
is written with this second objective in mind. The new-comer is presented with it
to read, "... it's all there ..." he is told. Analysis of these two objectives
and the methods best suited to their achievement shows very simply why, in general,
Requirements Specifications fail in both objectives.
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DEFINITION (of TASK) INDUCTION (of PEOPLE)

Needs to be * COMPLETE Needs to be * PEOPLE-ORIENTED
* PRECISE Aims to * MOTIVATE
* CONCISE and * EQUIP

Induction of People requires that they should be treated as such. First we should
talk with them and show them the project, and not isolate them with a pile of
paper. Whilst inducting, one simplifies. Often one will deliberately mis-lead to
convey a point. Correction then reinforces the truth. Repetition and various
styles of presentation need to be used to suit all the parties involved.

Cle[irly, what is necessary and desireable for Induction militates against Definition.

KEY POINTS

B1. Separation of Definition and Induction will permit success in each.

B2. Induction needs a separate people-oriented process which should be frue
from the stringent needs of Definition.

B3. A Requirements Specification aimed solely at Definition will almost
certainly fail for Induction, but will succeed with properly inducted
people.

Now consider Definition. A procedure involving objects is hardly meaningful
without our knowledge of the objects themselves. They are distinguishable by
their origin, attributes and the purposes to which they are put. The lack of
a glossary (or dictionary) does not necessarily imply absence of such knowledge.
But its lack hinders assimilation, understanding and use of such knowledge, and
encourages inconsistent referencing to objects.

Failures in Definition come throurh incompleteness and imprecision, in addition
to being precisely wrong! To encourage completeness, a catalogue of the Real
World situations and objects - the System Inputs and Outputs - and their states,
provides a ne-cessary check-list. The blockage to production of such a check-list
is, I believe, psychological. Passive objects by themselves are far less
interesting than our own activity in their manipulation.

Iterat-on during understanding of the paper model is helped by Conciseness in
Definition, and hindered if Conciseness is taken to an extreme. Clearly, there
is an optimum to be found.

What happens to gaps in the Definition? Gaps get filled by decisions which are, at
one extreme, by agreement between the Customer and Supplier's authorized represent-
atives, or at the other extreme by default - to do nothing; or between these
extremes, for example, undisclosed and taken unilaterally by a programmer. I am,
of course, discussing what the System's behaviour is, and not how it achieves that
behaviour. Regardless of whether the behaviour is a contractual requirement or at
the Supplier's discretion, and acceptable or not, it is very rare for the full
definition of the System's behaviour ever to be accumulated in the Requirements
Specification. I suggest that the main reason for this is the inherent difficulty
involved which is anyway greatly exacerbated by the amorphous nature of prose.
Thus, much of the System's behaviour is not discovered until it has been built
and extensively used.

KEY POINTS

The use of natural language prose for Definition of the Functional Requirements
precludes,

C1. any significant improvement in achievement of Definition before Software
Implementation.

C2. complete aggregation of unfolding Definition during Implementation.

C3. automatic conversion of the Definition into Hardware instructions (e.g.
executable program code).
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Software Testing

This is not a trivial task. It is simply not practical to test all the possible
System behaviour before real-life operation because of,

a) the sheer bulk of effort involved and,

b) the need for real-life operation to enable certain situations and user
expectations to manifest.

In the Software Industry, there is no agreed principle for testing. The extremes
of "top-down" and "bottom-ip" together with various hybrids all have their advocates.
Even the purpose of Software Testing is disputed. To some, it is to verify
achievement of software quality. Whilst to others, it is to prove the very oppo-
site by the discovery of errors. Each argument is valid from very practical view-
points. The Customer and Supplier both need to know that the Software works,
whereas those responsible for achieving error-free software will tend to fail to
discover errors if vhey aim to demonstrate their absence.

Cure or Prevention of Errors? One fact is clear, namely that as the System scope
increases, so also does the proportion of its possible behaviour that will
necessarily remain untested before real-life operation. The principle of "Cure"
is not relevant to such untested software. "Prevention" is the only alternative
available to use for improving its reliability. Since the rate of testing strongly
depends upon the extent to which the software works, then improvements in Error
Prevention will markedly increased our ability to test more software. Study of the
Software Development process reveals many error-prone practices which today are
simply a legacy of the past. Good reasons can be given to explain why the present
situation exists. But I find it difficult to find reasons as to why it necessarily
must persist.

Testability of Systems. Regardless of how the set of tests is decided, the System
Testability plays a crucial part in their application. "Testability" is a term here
embracing our ability to CREATE the test data, apply the test REPRODUCIBLY, RECORD
the results and DIAGNOSE any faults that may arise. It is instructive to examine
Software Systems under development for these attributes.

For example, with ever increasing use of volatile output (i.e. displays), just how
recordable is this and what design features (hardware/software) are embodied to
allow recording of display output? And consider Diagnosis. For hardware one can
use probes generally of sufficient discrimination and data rate to be practical.

For software, particularly in real-time systems as commonly designed, there is
often no practical method of extracting the required diagnostic information and
yet continue to run at full-speed. The alternative of slowing the system down
may not be possible without severely altering its logical behaviour.

Improvement of Reliability (i.e. achievement of Quality) is made difficult and
sometimes impossible by poor testability. So can we improve testability easily?

The lack of testability in many systems is not because the necessary design
features are unknown technology. I believe it is because they are simply over-
looked. Many of the hardware and software tools are available. Others we are

capable now of building. It is not always clear why restrictive and labour
intensive methods are chosen in preference to more cost-effective methods. I
suggest that this is yet another example of the Software Industry ignoring other

well-established experience.

Detectioi. and Correction of Errors

The relationship between consecutive stages of a development project is that of
Specifier and Implementor. A specification error will be an error of intent.
Only when the Implementcr has incurred cost, either in analysing the task-in
depth or implementing it as specified, will the potential/real result be observed
and recognized as a specification error. But the onus of proof is on the
Implementor to demonstrate the absence of imglementation errors. Such proof
therefore increases the Implementor's costs beyond those incurred in his or the
Specifier's recognition of the error.

An ever increasing body of information evolves as development proceeds. The sum
total ramifications of a decision made at one stage therefore grows as successive
stages are passed. Because of the "fan-out-phenomenon", and interactions between
decisions themselves, the growth rate itself increases.

For the above reasons, the cost of error correction grows by orders of magnitude
the later the stage of development in which it is detected and corrected.
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Time Necessary for Software Development

Commerce/Industry at large is prone to unrealistic delivery time-scales and the
Software Development Industry is notoriously no exception. For a Software
Development Project consider the relationship between the variables, TIME,
QUALITY and RELIABILITY. Obviously they are related, but constraints are placed
on them individually. For TIME, "We need the system by ..', for QUALITY, "The
System has to do ... , last for n years ... , and we'll be maintaining it ...",
and for RELIABILITY, "it must not crash more than once a day".

The constraints themselves are related in only a very loose way, or not at all.
The commercial/political function relating them is hardly mathematical, or if it
is, then it is not readily comprehensible. Thus it is not surprising that parties
to the project are prone to implying an unreal relationship between Time, Quality,
and Reliability (i.e. through incompatible constraints).

In Software Development, the most important job to have time to be done properly,
is the first - Defining the Requirement. Traditionally, a 30 month project time-
scale will be split 6 : 15 : 9 to Design, Implement and Commission. The "Design"
phase will have perhaps 2 months strictly devoted to spelling out the Requirement.
This is a well proven recipe for disaster. It is simply not long enough,

a) to get at the detail - even once, let alone to iterate

b) for the Customer and the Supplier to appreciate fuly the implications of
the job

c) to structure the job to allow a Quality/Time trade-off.

Why not trade-off the Reliability? Our experiences in daily life tell us to go for
less that works, rather than more that doesn't. To go for Reliability forces us,
rightly in my view, into a Quality/Time trade-off, always remembering that the Time
required for a given Quality depends upon the degree of automation involved.

Software Development short-cuts are full of boomerangs. Hurl problems away and
sure enough, they'll come back.

3. SOME RECOMMENDATIONS FOR IMPROVING SOFTWARE RELIABILITY

5.1 Software Requirements Specifications

The consequences of the current, natural language approach have already been
examined. Thus I believe it is essential for the Functional Requirements to be
defined using a formal language which must not be restricted in the range of
systems/applications for which it is suitable.

The language must be able to accommodate ever-changing perceptions of the real
world (e.g. hierarchical in detail view, discrete and. continuously variable
properties, etc.).

System Description Languages satisfying some of the above criteria have been in
use for some years, now on an increasingly widespread basis. Some are computer-
based. Others are being developed so that a purely conceptual model (of the
system being specified) can be built, free form any constraints of the implement-
ation solution or indeed, of the system description language itself.

The recommendation can be implemented in two stages. First, go formal. Second,
go computer-based.

5.2 Eliminate unnecessary error-prone processes

The generality of this appears to be about as useful as "being against sin".
However, this is not so. If the principle is applied with determination, we
discover very many examples of unnecessary practice lingering on. Some may
illustrate this point sufficiently.

Programming Languaaes and Data Types. In progressing from early High Level
Languages, the ability was developed to declare a data item to have a type such
as "pence" or "day-in-the-year", instead of using the general numeric type,
INTEGER. This additional specification can therefore be used so that only data
of like type can participate in certain manipulations. Inconsistencies can be
readily detected - a useful feature. Those less familiar with software will
recognize this idea simply as 'making sure that units are consistent".
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But what has been left in as an error-prone process in some languages is that
the data type etc. declarations for a given piece of data have to be essentially
repeated for each and every procedure using that piece of data. Methods exist
now where this repetition is avoided, but they are infrequently used.

Control of Concurrent Access to Data in Real-Time Systems. It has long been
the practice that programs wishing to access simultaneously shared data are
designed to allow in some way for conflict between reading and writing of the
data. The allowance is sometimes difficult to consider comprehensively (i.e.
in all its ramifications) and is certainly error-prone.

3.3 Design for Testing and Develop Tools

This has already been considered somewhat in Part 2 of this paper. The financial
justification for this is obvious, particularly with Systems Testing in the case
of a Manufacturer/Supplier of Hardware-Software Systems. Analysis of what is
involved in improving systems Testability shows that often, comparatively small
investment in test hardware and software will pay for itself many times over in
the saving of commissioning effort and elapsed time (and therefore the financing
costs).

3.4 Minimize Structural Complexity. Preserve the Problem Structure

Ever-increasing complexity is a major difficulty facing the Software Industry.
Some of it is inescapable with Hardware/Software/People Systems. Some of it
is induced by Users' increasing expectations of such systems. Other complexity
is self-induced by Software Development; reasons are found for structuring the
Implementation solution differently from that of the Requirement. Often, the
reasons have no commercial justification when analysed in a context broader than
the purely technical.

So complexity is immediately introduced with the correlation of the two structures.
If more hardware is necessary to preserve the problem structure, the ever-
decreasing ratio of hardware to software costs provides ample justification. If
physical constraints at first sight rule out more hardware, the reaction should be
to look away from the software for a solution (i.e. even return to the problem or look
again at the hardware).

3.5 Use more hardware as necessary

This should at least be an attitude of mind, if not a matter of practice, both
for the Implemented System and for its development. It is a necessary step for
aspects of some of the above recommendations t. be feasible. If it is adopted as
fully as possible, I b-lieve it will permit the fundamental improvement to
Software Development tha. iq widely held to be necessary. It is bound to be
commercially justified.

3.6 Allow Time to do the Job Properly

The major break-through necessary to implement this recommendation is the
acceptance by parties to a Software Dzvelopment Project that generally, they do
not know the TIME - QUALITY - RELIABILITY relationship. This is true of
Customers, not just Suppliers.

SUMMARY OF RECOMMENDATIUNS

D1. Adopt a formal jargon-free language for the Functional Requirements aspect
of Software Requirements Specifications to achieve definition and clarity.

D2. Eliminate unnecessary error-prone processes.

L Design for Testing and develop tools.

.4. Minimize structural complexity. Preserve the problem structure.

e more hardware as necessary for all the above.

All. w time to do the job properly.

. ';oftware Reliability : Principles & Practices",
'iley - Interscience, New York, U.S.A.

I.
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SOME TYPICAL METHODS FOR MODELLING

(illustrative, not definitive)

FORM of MODEL METHOD of EXERCISING IT

Mental sketch of system *Thinking and discussing.
component(s) *Rudimentary recording of circumstances

+ postulated.
Rough notes *Conclusions mcmorized.

0plus
Requirements Specification in *Reading, drawing inference (possible
free-format conventional prose wrong).

'. with diagrams *Majority of circumstances postulated
Pwith conclusions embodied in the

specification (sometimes ambiguously).

plus

Formal System Description *Tracing through clearly defined paths.
Language *Actual behaviour explicity shown.

*Possible automatic detection of incon-

sistencies and omissions (ONLY with
respect to what has been included).

Prototype *Manual/Automatic stimuli in an environ-
ment close to/far from realistic
operation.
*Observation, with possible automatic
recording of results for performance
analysis

Full Scale Operational THIS IS INCLUDED HERE BECAUSE:
System

Typically, 50% of Software Life Cycle Cost
is so-called "Maintenance" which includes
minor enhancements and even major changes,
not just correction of implementation
errors.

Table 1
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Figure 1 The Hardware/Software/Pecple System
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DISCUSSION

T.L.Regulinski, US
With reference to your 4 d ii) recommendation i.e. to eliminate unnecessary error-prone processes:

Most people would agree that to eliminate unnecessary processes would be relatively easy but it is extremely hard
in view of the languages that we use e.g. the nesting generally used in advanced FORTRAN 4 would probably
account for upward of 40% of errors experienced, yet to eliminate nesting using FORTRAN 4 is extremely
difficult.
On the other hand Pascal has a built-in system. However, I am unaware of any language which is devoid of error-

prone processes. An improvement in one area usually means degradation in another, unfortunately.

At the moment an advanced language is being developed in the US by two contractors to lead to one language
which is at least numerally deficient of error-prone processes. Your comment please.

Author's Reply
You are quite right that to eliminate some error-prone processes will create others. My essential point is that
perhaps you shouldn't be doing what you are. My first slide urged you to look at the software development
process as a process and try to understand why things are done, if, in fact, they need to be done at all. In my
paper I have been looking at requirement specifications and I tried, through showing the distinction between
definition and induction, to see what thc implications are, and if we can treat induction as a separate process then
we are free to tackle definition in the way which best suits its needs. Therefore you can start to use a formal
language. If you recognise that we can legitimately use such a language then you have to look at the requirement
specification which is the paper model, and get this into the system. The first thing is to be able to process the
formal language, to recognise the syntax and semantics, you therefore have to be capable of processing a dictionary.

Then you must provide an environment around the procedural statement to enable you to put the statement into
the system without touching it. A fairly recent approach in the UK states that you have to access data using
proper data access methods and their use is built into the procedural statement. So, as a user of the system, if you
specify a requirement with this approach you have to take the lid off the box and put in data access methods.
They have been designed by a system architect.

There is however an approach we can adopt where you literally take the procedural statement in a formal
language and put it into the system.

I!
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Formal Methods for Achieving Reliable Software

by Jack Goldberg

Director, Computer Science Laboratory
SRI International

Menlo Park, CA, U.S.A.

SUMMARY
Future requirements for reliable avionic systems will require a level of confidence in program

correctness that cannot be achieved by present programming methods, which are based on informal design
and prograup testing. Newly developed formal methods for specification, design and validation offer the
prospect of achieving the required level of confidence. We present an example of the SRI Hierarchical
Development Methodology, taken from tie current SIFT fault-tolerant computer development.

1. Introduction

We will attempt to establish that future requirements for reliable avionic systems will require a
major advance in programming methodology in the direction of increased formalism (i.e., mathematical
rigor) in specification, design and validation. We will also attempt to establish that a useful degree
of formalism will soon be feasible in engineering practice.

In Section 2, we discuss the need for new methods to cope with the complexity of critical real-time
systems, in order to achieve high reliability and to reduce life cycle costs.

In Section 3, we present some general concepts about formal methods and give an example of the SRI
Hierarchical Development Methodology (HDM) taken from the executive system of the SIFT fault-tolerant
computer. In Section 4 we compare forma methods with alternatives and consider the prospects for
introducing formal methods into practice.

2. The Need for Greatly Improved Software Methods

2.1 Reliability and cost objectives.
The Federal Aviation Administration requires that failures capable of causing a fatal event in the

flight of a commercial aircraft be "extremely improbable." For the flight-critical computer subsystem
within the avionic system of such an aircraft, this requirement has ben translated into a specification
that the probability of failure in a ten-hour flight be less them 10 . The complexity of future
flight-control computations dictate that the computer be digital, and the reliability level of current
digital components dictates that the computer have a fault-tolerant organization. Currently, two
experimental fault-tolerant digital computers, FTMP[Hopkins 781 and SIFT[Wensley 78], are aiming at that
level of reliability assuming that faults occur only in hardware; that is, the software must be perfect!
For the present, this assumption is unrealistic, to say the least.

As low-cost hardware becomes more pervasive in avionic systems, there will be a growing need for very
high software reliability either to achieve adequate safety or to reduce maintenance costs. In addition,
maintaining the software itself over its life-time has become a major cost factor in digital systems,
with estimates of 40-70% of initial development costs. Recent work in hardware fault-tolerance has
generated good understanding of the problem, which justifies the hope that hardware reliability soon will
be achievable to a reasonable level. When that happens software will stand as the single greatest source
of system unreliability and cost [Goldberg 73]. Software faults are essentially the results of errors in
thought. Unlike hardware, there are no well-understood physical mechanisms that will allow failure
prediction. Furthermore there is not the physical continuity of state (such as in physical structures or

analog electronic circuits) that might justify the use of a finite set of tests to extrapolate behavior
over all likely inputs. Unfortunately for the objectives of reliability and cost, even a modest quantity
of software is capable of enormous complexity, given the infinite number of possible sequences of input
data and combinations of internal state variables. These characteristics combine to render software not
only unreliable, but unpredictable.

2.2 Aspects of Software Complexity
Programs are, intrinsically, one of the most complex of human artifacts. Their intrinsic complexity

is compounded by the need for precise communication among those involved in the production of a software
system. Broadly, these consist of buyers, specifiers and implementers. Probably the most serious source
of trouble in a software system is its specification, which is produced by a specifier in response to a
buyer's stated or implied requirements. Specifications, when they exist at all, are notoriously
ambiguous, incomplete, and inconsistent. Typically, they are given in the form of natural text, often in
fragments, and with major gaps, wherein the program is allowed to serve as its own implicit
specification. Clearly, with an incomplete and imprecise specification, the door is open to arbitrary
program behavior, for which no objective decision about correctness is possible.

Even in the case where a full and careful natural-text specification is presented to the implementers,
their efforts toward a correct implementation may be inhibited by the existence of subtle conditions that
can lurk in the huge combinatorial space of typical programs. This is a common problem for ordinary
programs, and Is even more serious for real-time programs, in which timing relationships among concurrent
processes usually introduce additional complexity. Such conditions are very difficult for designers to
visualize, and constitute unpredictable hazards for correct operation. Yet another opportunity for error
1- fnisnA In the need for the need for communication among a team of implementers about functions that

i 1



3.,

Software complexity, both intrinsic and production-induced, makes it virtually impossible to test
programs for correctness sufficiently to achieve the levels of reliability quoted previously. The only
way to do that is to construct tight logical arguments (e.g., proofs) that have sufficient generality to
comprehend all possible input histories. Even for less demanding applications, the cost of finding
programming mistakes through testing grows rapidly after the obvious mistakes are found, and becomes a
serious obstacle to the construction of large real-time programs.

Program complexity is also responsible for present high software life-cycle costs. Most programs are
written in a way that makes it very costly to analyze the effects of making changes. This is compounded
by the generally poor state of program description, which makes it costly and error-prone for a
programmer (even the original author) to determine what the program was supposed to do in the first
place.

To summarize, real-time programs produced by current methods suffer from ambiguous specifications and
incorrect implementations. Their complexity makes it virtually impossible to achieve confidence in their
correctness by program testing, and makes program maintenance a very costly activity.

3. Forsal methods for software development.

3.1 General Concepts.
Over the last five years, researchers have responded to the problem of software complexity by

developing programming methods that have a more rigorous mathematical foundation than existing methods.
Most of the work has had the long-range goal of making it possible to argue about the correctness of
programs within the framework of some mathematical theory. Not surprisingly, the formal methods that
have evolved from this work have been found to simplify and to add precision to software, independently
of the long-range provability goal.

The key ideas of the new methods are the use of formally-specified abstractions (e.g., abstract data
types and abstract computational processes) and hierarchical structure. These correspond directly to
methods for dealing with multiple levels of detail in other engineering disciplines, but with much
greater rigor, in order to cope with the enormous and complex data space of programs.

The use of abstract-hierarchical specification has four main benefits for program development and
verification:

1. it helps a programmer to decompose a design into parts that are small enough so that he can
understand them

2. it helps to hide or postpone details of implementation and thus increases the programmme-'s
ability to control design decisions

3. it helps to set precisely defined interfaces on program segments so as to bound and isolate the
effects of program changes

4. it helps to structure and simplify the process of proving that a system's specification and its
implementation are consistent.

A variety of formal methods have been developed within this general conceptual framework. In the next
section we present a summary of one of these, The Hierarchical Development Methodology (HDM), developed
at SRI by L. Robinson[Robinson, Levitt 77, Robinson 77].

3.2 The SRI Hierarchical Development Methodology (HIM)
HDM is intended to be a general-purpose methodology for formal specification, design implementation

and verification of software. It consists of

1. a general structural model for digital systems and a procedure for building systems to conform
to the model,

2. a set of languages and language processors for use in specifying and implementing system
elements and their inter-relations, and

3. an approach for use in proving the consistency of specifications and implementations.

HIM unifies and formalizes ideas initially proposed by Dijkstra [Dijkstra 68] (hierarchical structure
and abstraction), Parnas [Parnas 72] (modularity and formal specification) and Floyd [Floyd 67] (program

verification).

In HIM a system is realized as a linear hierarchy of abstract machines, sometimes called levels
(figure 1). The top level is called the user-interface, and it is composed of functions that are
relevant to the user's application. The bottom level is called the primitive machine, and it is usually
composed of some standard, available functions whose performance is compatible with system performance
needs. These operations are those of the hardware on which the system runs, and/or the constructs of a
programming language that are made available to the system developer to hide irrelevant features of the
hardware. The remaining levels are called intermediate machines. The nature of the intermediate
machines must be determined (i.e., invented) by the designer. At each level, a formal specification
describes the functional behavior of a virtual machine (returned values for all Input combinations),
without reference to the way in which this behavior is accomplished. That is, a formal specification
allows the details of implementation to be hidden. Formal specifications thus provide natural interfaces
for the efforts of a programming team. Each specification also implies a family of systems having
different implementations for the same functions.

The realization of a machine, (illustrated in Figure 2) is a two step process. First, the abstract
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data structures of a machine i (i = ) are represented by those of the next lower-level machine, i-i by
means of a mapping from lower-level states to upper-level states. Second, each of the operations of a
machine i (1 -i 1) is implemented as a program in terms of the operations of machine i-I. The collection
of implementations for all machines excluding the primitive machine constitutes the system
implementation. A machine is sometimes decomposed into simpler units called modules. There is no
preferred order of design for the intermediate levels. Rather, a set of levels is developed over several
stages, proceeding from a set of qualitatively described data structures to a set of precisely defined
functions and inter-level mappings.

In HDM the'modules that comprise a level are functionally specified using the language SPECIAL[Roubine
771,which is strictly a specification language. The bodies of the modules may be implemented using
almost any programming languages. Because of the structure given by specifications and the use of
hierarchy,the implementation language may be very simple. The experimental language ILPL has been
developed as the prototype of a simple programming language that conforms to the underlying computational
model of HD4. ILPL is as yet unimplemented. Other appropriate languages are Modula, Pascal, and Euclid.
These are available, and can be used with some minor restrictions. SPECIAL is supported by a set of
interactive computer tools. It is in current use by at least five research and development teams in the
U.S. and Europe. Some examples of its application (thus far, only for system specification and design)
are

- A hardware-fault-tolerant operating system (SIFT)[Wensley 78]

- A provably secure operating system (PSOS)[Robinson 75]

- A real-time tactical operating system (RTOS)[Feiertag 79]

- A flight-control software module [Boebert 77]

The basic method of proof of correctness in HDM consists of the construction of a chain of reasoning,
linking all levels, that shows that the abstract program at each level correctly implements the functions
specified at the next higher level. Each link in this chain involves two steps, i.e., (I) generation of
a set of logical formulas that, if true, imply the consistency of a program segment and its
specification, and (2) proof of the truth of these formulas. Due to the large number of formulas that
are required to prove a significant system, some computer assistance is required. The first step is
relatively easy to mechanize. The second is a tedious intellectual task that cannot be fully mechanized.
Several powerful computer tools have been developed to ease this task, but significant human involvement
is required in proving particularly difficult formulas. Perhaps the most powerful existing proving tool
is the system developed by Boyer and Moore at SRI [Boyer, Moore 79]. Some of the difficult programs that
have been proved correct by this system are: a simple optimizing expression-computer, a fast
string-searching algorithm, a mechanical theorem prover for propositional calculus, and an arithmetic
simplifier.

Current work at SRI is aimeJ at integrating HDM and the Boyer-Moore theorem prover. The goal is to
make it possible to use HDM to structure a large system into a simply-connected, hierarchy of modules
whose sizes and inter-relationships are within the scope and power of the theorem prover.

3.3 Example of formal specification, structuring and proof.
This section contains two examples of formal programming methods. The first illustrates the use of

the SPECIAL specification language to specify a simple buffer module, and the second illustrates an
approach to the verification of a fault-tolerant avionic computer.

3.3.1 Specification of a "stack" module
Figure 3 gives a specification for the external behavior of an unbounded push-down-stack, written in a

simplified, informal version of the SPECIAL language. The basic model used is a certain kind of
finite-state machine, which contains at structures and operations. The data structures are defined by
a set of state definition functions, and can be accessed only through operations. The operations are
externally callable. They may modify the state and/or return a state-dependent value. These
state-functions and operations have certain characteristics, derived from their nature as specifications:

- State-functions: the observed state may be one of a set of defined states or it may be (as
yet) undefined

- State operations: if none of a set of defined exception conditions apply, a change of state
may occur, and a value may (or may not) be returned. The statement of state-change effects is
a list of constraints on the state of the machine that must be satisfied after the operation is
completed. The list is a conjunction of individual constraints, with no notion of sequential
evaluation, i.e., the net effect is defined in a non-procedural way. Furthermore, the
constraints may not necessarily have a unique state solution.

The specification in Figure 3 starts with data structures Access, which contains the elements of the
stack, and §ize, which holds a value giving the present number of stack elements. The operations are
Ia, which returns the value of the top-most element (unless the stack is of size 0), PIsh, which has the
effects that the new i-11 item is the old i-Ih item, that the new size is I more than the old size, and
that the data denoted by taking the new size as an index to the newly placed element, and E, which has
the effect that the new size is one less than the old size, that the new i-tJ item is the same as the old
i-th item, up to one-less than the old size, and mhich returns a value indexed by the old size.

These specifications are given in terms of a particular abstract data structure. In a hierarchically
structured system, the functions specified will be implemented by programs that act on data structures at
a lower level. These structures may be of quite a different nature, e.g., an array or a tree, at the
convenience of the implementer. The specifications may seem to give excessive detail for such a simple
system, but it is precisely in the area of "obvious" details that many errors and ambiguities occur in
ordinary programs. The several categories of data called for in SPECIAL are intended to help organize
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the enumeration of these tedious and seemingly obvious details.

3.3.2 Proof of the SIFT computer design
We will present a sketch of formal structuring and proof (due to L. Lamport and R. Shostak) taken

from the SIFT (Software Implemented Fault Tolerance) avionic computer [Wensley 78, Shostak 77]. Details
of the formal specification will be omitted.

The general approach to system structuring being used in the SIFT Computer development is illustrated
in figure 4. A system is conceived and specified with three major levels of functionality: User
Functions, Software Functions, and Hardware Functions. All the levels represent views of the same
system, taken with different degrees of detail. Formal specifications.are written that give precise
statements of the function provided at each level. The user specification is implemented by a
requirements hierarchy, typically in the form of set-theoretical models. The software specifications are
implemented by a software hierarchy, typically in the form of abstract programs. The hardware
specifications are assumed to be implemented conventionally, typically with some degree of hierarchy.

Figure 5 illustrates three corresponding views of SIFT. The User View (5a) (in this case, the view
given to the systems programmer) displays an adaptive voting system that serves a set of tasks (e.g., a
set of flight-control programs). Tasks are dispatched and executed, redundantly and in parallel, on
several processors (the number may vary according to the critically of the tasks). The results are
combined (by voting) to generate intermediate results and outputs. Discrepancies among results are
analyzed and are used dynamically to determine the assignment of tasks those the processors that are
deemed to be fault-free. The software view (5b) displays a five-level software hierarchy: SIFT virtual
machines (including task-dispatcher), Local Executives (one per virtual machine), Global-Local Reporting,
Global Executive (acutally a set of programs acting in unison) and Application Software. The Hardware
view (5c) displays a set of conventional, avionic processor-memory pairs, each with its own clock and
power supply, interconnected by a fault-tolerant buffering and interconnection system.

In order to verify that the design is correct, it is necessary to show that the user view is correctly
implemented by the software, and that the software is correctly implemented by the hardware. The general
scheme for doing this is illustrated in Figure 6. The upper two levels are shown as models in the form
of state-sets and state-transitions, such as a Markov Model or a Scheduler-Dispatcher. The lowest level
(in this example) is shown as a software object, such as a global executive program.

The proof consists of a chain of arguments about the properties of each level and the relations
between the levels. Logical arguments about properties of a system must, of course, be based upon axioms
appropriate to the system -- for example, the property that a task-processor scheduler is correct, would
take as an axiom that the processors are properly synchronized. Part of the power of hierarchical proof
derives from the fact that the axioms used in proving properties at one level are exactly the properties
that must be proven at the next lower level.

Figure 7 gives a somewhat more detailed hierarchy of models for SIFT together with the properties that
must be proven at each level.

The proof of SIFT is still in a formative stage, but the approach described here appears to be
theoretically sound. Since the SIFT software system is much smaller than conventional operating systems,
we believe that the proof will not contain serious difficulties.

4. A Future View of Software Validation

The formal approach described in the preceding section is still immature. It is being used by highly
talented teams for certain advanced system developments, with very promising results; however, not enough
experience has been gathered to predict its cost and effectiveness. On the other hand, various existing
approaches to software validation have some proven and perhaps unique benefits.

Figure 8 suggests a framework for comparing various approaches to system validation. The major
approaches compared are: Static Analysis of Design, including foral and informal methods, and Dynamic
Analysis, including design-based simulation and physical testing. It is clear that for the goal of
design correctness, formal static analysis provides the highest confidence and physical testing the
least. All methods, however have unique benefits. For example, physical testing is needed to validate
assumptions made in the design about the properties of a physical implementation; simulation is valuable
for confirming to the user that his stated requirements truly reflect his needs; and informal static
analysis (or "walk-throughs") is usually very cost-effective for discovering simple errors in design.

In the future, we may expect to see some mixture of all of these methods. As formal methods become
more established, the other methods will be reduced to providing their unique contributions, rather than,
as presently, attempting to cover all aspects of the validation function.
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DISCUSSION

T.L.Regulinski, US
You asserted that you are not aw ire of any models dealing with software maintenance cost. Is that correct?

One of my graduate students at the Institute has developed a modified Raleigh model for the development of
software LCC. I strongly detect that there is an implication that the maintenance cost of the model may be
difficult to derive. From your experience would you please comment on this?

Author's Reply
No, I don't think it will be difficult to derive. Our problem is that there is not sufficient attention paid to this.
There are many organizations presently and in the past which have carried out maintenance activities but there is
not enough awareness of the cost importance. Therefore the past data has been of a very poor quality but data is
available now which must be sought out and interpreted. This is not academic, but I have estimates of maintenance
costs in a total life-cycle as being somewhere in the range of 70%. This is therefore a profitable business.

M.B.Kline, US
We have a serious semantics problem when discussing such things as software reliability and maintainability. When
we talk about software reliability it is different to hardware reliability, as Mr Heiner points out. As far as I can see,
there is no time degradation or wear-out in software (no bathtub curve equivalent), but rather software reliability
is a design phenomenon, reduction of residual program logic errors. Thus, what we are really talking about is
software design assurance through test and evaluation. In some ways it is like the hardware reliability growth
concept of test, analyse and fix, in this case error reduction.

Since software does not fail or degrade in time as a result of use, software maintenance or maintainability has no
significance. We do not do corrective or preventive maintenance on software. Rather it is my belief that when
people talk about software maintainability they are really talking about software configuration management,
i.e. how do we redesign the software as a result of hardware or operational design change. I think it is essential
that we understand and use proper terminology so that confusion is reduced. We cannot communicate if we do not
pay attention to semantics.

Let us not allow software to follow blindly our notions of hardware reliability and maintainability. Let us keep
separate the things we do in design and development (including its test and evaluation) from the things that happen
during operation after the system is produced. Certainly we wouldn't talk of hardware test and redesign for failure
to meet performance criteria as hardware reliability.

All three papers cause rre to comment. I am quite disturbed that software is making the same mistakes as hardware
in assuming that maintainability is the same as reliability.

There is no bathtub curve to software, software reliability is really what we do to renew as best we can errors and
error paths during the design. Software reliability entails designing and testing to reduce logistics errors as much
as possible.

With software maintainability it seems to me that we are really talking about software configuration management.

Author's Reply
If you take a program with n number of errors, with time n should be reduced, consequently the reliability ought
to be improved.

W.Ehrenberger, Ge
Could you please give an example of a proof mentioned in your paper, and perhaps also an example of strict top
down design?

Author's Reply
Proof. + reference (Wensley 78), Last section (plan for proof)

+ reference (Boyer, Moore 79) (Theory and Practice of Program Proving)
+ Feiertag R.F. (paper on Proof of Security Properties)

Proc. ACM Symposium on Operating Systems 1978

Examples
of designs + reference (Robinson 75)

+ reference (Robinson 77)
+ Spitzen, J. et al. (Approx: "An Example of Hierarchical Design") Communic. ACM, a Fall 78 issue.
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F.S.Stringer, UK
A new problem arising within complex systems are the interactions, many of which may be unpredictable, when
a software program is modified.

Can the author please comment on how this problem should be tackled to prevent dangerous situations developing
when programs are modified?

The advent of flight critical avionic systems is appropriate to this issue.

Author's Reply
In integrated (non-distributed) systems, the establishment of previously specified levels of virtual functionality
can (1) serve to hide changes in the implementations of the function, and (2) serve to provide a well-defined base
of support for new functions.

The problem is more difficult in distributed systems

One issue is the prevention of deadlock in communication due to faulty logic. Our understanding of this issue is
improving, but there can be higher-order forms of deadlock resulting, e.g. from circular references to data that may
be created accidentally by a modification. Another kind of change-induced fault is improper synchronization.
e.g. changing the state of a variable too early or too late for proper reading by an external processor.

Another problem is the loss of consistency among multiple versions of some data. There are more problems here
than solutions. One general approach is to organize each processor hierarchically, so that the flow of control
needed to link remote data can be traced easily. This should be combined with a strong doctrine for defining the
time of occurrence of system events.

JU
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QUANTITATIVE ASSESSMENTS OF SOFTWARE RELIABILITY

J. - C. RAULT (1) - G. MEMMI (2) - S. PIMONT (3)

(1) IRIA - Domaine de Voluceau, 78150 LE CHESNAY, France

(2) ECA AUTOMATION, 315 Bureau de la Colline 92213 SAINT-CLOUD, France

(3) THOMSON-CSF, Paris, France.

SUMMARY

After stressing current need for quantitative measures of software reliability for prediction, monitoring
and a posteriori assessment purposes, the present paper provides a categorization and a description of
those approaches leading to practical applications. Three main approaches to quantitatively assessing
software reliability are identified

• Models adapted from classical reliability theory wherein reliability is expressed in terms of soft-
ware error rate.

* Models based on sampling techniques applied to the error domain or to the input data domain ; here
reliability is related respectively to an estimate of the number of residual errors and to the proba-
bility of not using those input data leading to software failures.

* Models based on program complexity measures; their basic principle is attempting to discover cor-
relations between complexity measures and the most likely number of errors made during program-
ming.

Underlying assumptions and areas of application are indicated. It is concluded to the existence of methods
of practical interest and of data that might help tounderstandhow often, when, where, and why program-
mers introduce software errors and how software errors may be detected and corrected.

1. THE HIGH COST OF SOFTWARE AND THE RATIONALE FOR METRICS

The high cost of scftware today is a well recognized fact of which developers of computer-based systems
are fully aware. For this reason a stringent need for better design methodologies and guides for develo-
ping and certifying software products is felt among users, designers and vendors.

Past and present efforts to fulfill this need have covered the following two main areas

design techniques and methodologies for the attainment of reliable software

* a posteriori improvement of software * here it is attempted to control quality and reliability in order
to alleviate deficiencies and limitations of design methodologies. Such control may proceed by two
approaches:

- proof of correction wherein validation is part of design ; as of today techniques for proof
of correction are still far from being applicable to actual industrial environments.

- testing and debugging procedures ; here validation lies outside the design phase.

Concurrently with effort concerning the above two approaches, but to a lesser extent, studies have been
conducted for about ten years in order to measure the confidence or the reliability to be placed on pro-
grams ; here assessment is quantitative and no longer qualitative.
Both users and designers of software products have a need for techniques which are conducive to quanti-
tative assessment of software reliability as well as the prediction and monitoring of software quality
and/or reliability.

On the one hand, users should know how much confidence can be put into the use of a given piece of soft-
ware in terms of availability, reliability and security ; usually, however, evaluation is based only on the
prograi, source code and a set of tests provided by designers plus a priori knowledge of future use of the
program. This information is used mainly in a qualitative and subjective manner. However, following
the practice that has been well established for hardware, measures of test exhaustivity and, subsequently,
of reliability, are preferred to mere assertions of goodwill or self-confidence on the part of software
product designers. Users would also like to be certain, through a formal, reproducible and quantitative
procedure, that quality and reliability are built into the products they are acquiring.

On the other hand, designers need to know the prevailing factors that induce reliability. Enforcing the
associated procedures in the design process and choosing rationally among the available design methodo-
logies aid the attainment of reliable software. Moreover, in the context of a given design process, the use
of metric, to monitc.r the progress of quality and reliability ere invaluable guides to taking the appropriate
actions and ascertaining the completion of the different design phases.

The following sections will focus on the available metrics that can be used in the quest for quantitative
methods of assessing software reliability, be it for prediction, monitoring or a posteriori evaluation.

A shorter and earlier version of this paper will apprear in the Special Issue on Software Reliability of
the IEEE Transactions on Reliability (1979).

b---- .. . . .. . ..
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2. APPROACHES TO SOFTWARE RELIABILITY METRICS

The concept of reliability assessment concerns a quantitative expression of the confidence which can be
placed on a program. In fact, absolute measures are not known and are, in our opinion, meaningless ;
quantitative and relative guidelines make more sense. For this reason, according to the chosen measu-
res and underlying principles, the approaches that have been used fall into one of two general categories

* those resulting from extensions to software of techniques used for assessing hardware reliability
and test coverage

• those which are specific to software taking into account the internal complexity of programs, their
dynamic behavior and possibly psychometric data on the programming activity.

The following presentation is structured accordingto the above categorization and is based on a detailed
study (Memmi G. and Rault J. - C., 1979).

2. 1. Extension of hardware-based techniques

Knowledge of long established techniques in the hardware field suggests two main classes of reliability
assessment techniques for software

I - those techniques which are direct applications of conventional reliability theory

2 - those techniques derived from the procedures for quantitatively assessing efficiency and coverage
of hardware testing sequences.

Both types of techniques have been greeted with occasional scepticism by software specialists. However,
we feel that a carry-over fr )m hardware to software is feasible. This is well substantiated by the prac-
tical results obtained so far. For this reason, we will present both of the above types of techniques while
attempting to stress their respective advantages and limitations.

Note : With a lack of standard terminology, "error" and "fault" will be used with the following definitions
Error Discrepancy between actual and expected results when executing a program
Fault The cause of an error.

2. 1. 1. Application of conventional reliability theory

2. 1. 1. 1. Principles:
This approach, which has been investigated for about ten years by former hardware reliability specialists,
basically consists of applying, to software, the concepts and modelling techniques of conventional relia-
bility theory (for instance see Barlow R. E. , 1965). Accordingly, reliability is defined as the probability
that a program works without error during a given time span on the machine for which it has been intended
and under specified environmental conditions, Corresponding reliability models indicate the following re-
liability measure : t

R (t) = exp [- 0 z (t) dt]

where z (t) is the estimated or measured error rate ; this gives the mean time between failures

MTBF 5O R (t)dt

About 15 reliability models along these lines have been proposed and some of them thoroughly investigated
and then applied to actual software projects. These models differ mainly in the assumptions underlying
the proposed expressions of the error rate.
While a transfer for technology from hardware to software is natural and valid as far as concepts and
vocabulary (error rate, MTBF and the like) are concerned, it has been argued that important and irre-
concilable differences are observed in the nature and types of faults (no wear-out or load factors are
known for software for instance). In particular, software faults have a design origin, most hardware
faults have a physical origin. For these reasons, some people strongly object to these reliability models.
Although the above observations are reasonable and are based on presently available statistics and taxo-
nomical studies regarding software faults, probabilistic reliability models are nevertheless justified by
the same statistics that evidence the random pattern of manifestation of software faults.
The reliability models can be applied to the prediction of final reliability (or of the amount of effort neces-
sary to reach a given reliability) and to the a posteriori assessment of reliability of a software product.
Practical use of the reliability models requires a record of the testing history,e. g., the number and des-
cription of input test data sets, the number and time of occurrence of detected errors, the cumulative tes-
ting time, the time to correct each fault, and so forth. The unknown parameters of the models are then
obtained through statistical estimates based either on data collected during past projects, or on data col-
lected in the early stages of the testing phase.
We will review several of the proposed reliability models without attempting to be exhaustive.

2. 1. 1. 2. Examples of some reliability models
A -Conventional hardware reliability models

a) constant error rate :
z (t) =)

this model hardly matches experience
b) Weibull error rate (Wagoner, W. L., 1973) :

z (t) =oK&
this model takes into account a decreasing rate of error often observed in the first phase of software tes-
ting. Considering that the error detection and correction process is discrete in essence, these two models
have been discarded in favor of discrete laws which permit the modeling of a decreasing error rate.
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B - Z. Jelinski and P. B. Moranda models (Forman E. H. , 1977 - Jelinski Z. , 1972, 1973 - Moranda P. B.,
1975, 1977 - Sukert, A. N., 1977). The assumptions for these models are as follows
al :errors are randomly detected
a2 error rate is constant between the detection of two subsequent errors
a3 errors are detected independently of each other
a4 faults are corrected as soon as they are detected
a5 correcting one fault does not introduce additional faults
a6 error rate is proportional to the number of remaining faults.
These assumptions lead to
z, =K(N - ni_)

where
ni  : the cumulative number of errors detected during the first (i-1) intervals (measured in days,
wees, or CPU hours).
N the total number of faults (constant according to a5)
z the error rate during the ith testing interval. A A
The unknown parameters N and K may be estimated (N and K) according to conventional criteria : maxi-
mum likeiihood or least squares.
Relations and discussions of several practical cases of applications of this model may be found in the
open literature ; there is a good agreement between experimental data and theoretical predictions.
C - G.J. Schick and R.W. Wolverton models (Moranda P.B., 1977b, Schic G.J., 1972, 1978 - Sukert
A. N., 1977).
This model departs from the previous model only in assumption a6 which becomes here
a(i: during the ith testing interval, error rate is proportional to the number of remaining faults and to
the time, x, spent since the start of the ith testing interval.
Accordingly, the expression for the error rate is
z i (x) = K (N - n) x

The estimators for N and K may be determined according to conventional criteria such as maximum
likelihood or least squares.
Modifications to this model have been proposed by several authors (Schick, G.J. , 1978 - Sukert, A. N.
1977).
Practical applications of this model have been described (Schick, G.J. , 1978 - Sukert, A.N., 1977).
However, the basic assumption (a6) still remains to be justified.
D - M. Shooman model (Moranda P.B., 1977b - Schick, G.J., 1978 - Shooman M.L., 1972, 1973, 1975a).
This model relies on the same assumptions as that of Z. Jelinski and P. B. Moranda ; however, it in-
troduces other factors and different estimating procedures for model parameters. The error rate is ex-
pressed 8s"
z (t) = - (N - n (t)
Where
I = number of instructions in the program ; this number is assumed to be constant over the testing period
n (=) cumulative number of detected errors
T= cumulative debugging time
t = cumulative time of execution
Letting C = K and n (r) = n i ; this corresponds to the Z. Jelinski and P. B. Moranda model.

I1N and K are estimated by expressing the error rate in two different ways at a given time.
E - J. D. Musa model (Musa J. D., 1975)
This model can be considered as an elaboration over the previous three models. Improvement lies in
accurate measurement of time (CPU and calendar) and in actual distinctions among faults an errors.
To use this model, one needs to measure very carefully the number of programmers working for how long
and the amount of CPU time spent every day. The complete model gives estimates of execution time and
calendar time remaining until a reliability goal is attained. It is described in detail, along with a suppor-
ting computer program, in (Musa J. D., 1975).
F - N. F. Schneidewind model (Schneidewind, N. F. , 1975)
This model differs form the previous ones. The analysisdoes not account for errors separately but re-
fers to the number of errors detected within a fixed time interval. The underlying assumptions are
al error occurrences are distributed according to a Poisson law
aZ the mean number of errors detected by testing interval decreases exponentially (rate O((t) =O(exp (-Pt))
a3 error rate is proportional to the number of remaining errors.
Accordingly, the number of detected errors at time t is
n (t)= (c,/f)[l - exp (- t)J

oK and(are estimated according to the criteria of maximum likelihood.
As only easy to get data are necessary and associated computations are straightforward, this model is
easy to use. There has not been much application of this model to date.
G - Other models :

Limitation of space does not permit the discussion of the other models which are less known and have been,
to our knowledge, less used than the models briefly described above ; among these models are the
Markovian models (Estep J. G. , 1973 - Goel A. L., 1978 - Littlewood B., 1975 - Okumoto K., 1978 -

Trivedi A. K., 1975) and those described in (Barlow R. E., 1969 - Corcoran W. J., 1954 - Hecht H. , 1977 -

Weiss K.K. , 1956).
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2. 1. 1. 3. Practical use
As of today, a definitive choice among the various hardware reliability-based models is premature, howe-
ver, in order to aid their potential users, we propose to put these models into three categories accor-
ding to their respective degree of validation.
In the first category are the models of Jelinski-Moranda, Schick-Wolverton and J. D. Musa which apparently
have experienced the highest level of validation. Published comparative results indicate L preference for
the Jelinski-Moranda model.
In the second category are models such as those of M. Shooman and N. F. Schneidewind. easy to imple-
ment and of practical interest, which have been sufficiently studied for considering their actual use. The
third category corresponds to those models not sufficiently investigated for the practitionners to use them
theoretical and experimental investigations remain to be performed.

2. 1.2. Extension of hardware test efficiency measurement to software

2. 1.2. 1. Principles
Schematically, preparation of test programs for digital systems involves one of two basic approaches

A deterministic approach in which, through direct synthesis or fault analysis, input sequences de-
tecting a given set of assumed faults are determined.

A probabilistic approach in which the system under test is paralleled with a reference system simul-
taneously exercised by random input sequences.In both approaches, the main problem is in assessing the thoroughness of the testing sequences with res-

pect to both possible input sequences and possible faults.
However, due to neceseary simplifying assumptions, the assumed list of faults and input sequences actual-
ly used for testing purposes are only subsets of respectively real-life and operational conditions. There-
fore, an exact assessment of thoroughness is generally infeasible. In short, whatever approach is used,
testing is, for practical and economical reasons, restricted to a double sampling in both the input data
domain and the fault domain. Software measurement does not escape this situatior. Accepting the fact
that sampling techniques must be used, there are three different types of models for software reliability
assessment which are as follows

a model wherein reliability is defined as the maximum likelihood estimate of the number of residual
faults. This estimate is obtained by fault analysis (the fault analysis of hardware) on a set of artifi-
cial faults purposely inserted into the program under test.

a model wherein, input test sets are selected randomly according to an operational utilization pro-
file ; reliability is then defined as the probability of using input data that produce correct results.

a model wherein a two-step programming technique is used. It provides an analysis of the assess-
ment of error coverage.

These three models are examined in more detail below.

2. 1. 2.2. Sampling in the fault domain - H. D. Mills model (Mills, H. D., 1970)
For this model, reliability is measured as the maximum likelihood estimate of the number of faults in a
program. The princilehere is that one inserts into the program to be tested a set of j known artificial
faults "typical" (nature, origin, frequency of occurrence, etc. ; here one may resort to available fault
statistics) of the unknown expected faults (that is, indigenous faults). The number (N) of indigenous faults

is estimated from the number of artificial (a) and indigenous (i) faults detected after a given 'mount of
testing. It is proved that (ij)/a is a maximum likelihood estimate for N. The testing procedure is based
upon the confidence to be placed in the statistical test of the assumption that the program contains no
more than a given number D of faults. The associated confidence level is c= j.O+Dfl) "I. Accordingly,
the test procedure consists of the following steps :

It is assumed that there are less than D indigenous faults in the program

j artificial faults are seeded 0 is a function of a given confidence level)

the program is tested until
- j artificial faults are detected before obtaining D+l indegenous faults (true hypothesis)
- D+I indigenous faults are detected before detecting j artificial faults (false hypothesis).

More elaborate test procedures may be devised following other ways of estimating the confidence level
(Tausworthe R.C., 1977).
Implementation of this technique is straightforward. However, attainment of high levels of confidence
requires seeding a fairly large number of artificial faults. Consequently, its use is recommended at the
end of the testing phase where the number of residual faults is small.
2. 1. 1. 3. Sampling in the input domain - E. C. Nelson model (Craig, C. R. , 1974 - Nelson, E. C., 1973 -
Llyod D. K. et al. , 1977). Here reliability is measured as follows : if after e tests e errors are detected,
reliability is estimated as R=1-e/&. The input data space, although finite, may be so large that practical
treatment is not feasible. Therefore, it is partitioned into a small number of r disjoint subsets such that

the probability that each subset is presented to the program is known.Let Si, S2 . Sr be the subsets of the partition and P (Si) their probabilities of occurrence.
The P(Si), i = ..., r represent the operational profile. Each subset Sj may be partitioned into two dis-

joint subsets S' and S"j where Si consists of all the points of S. leading to a correct execution of the pro-
gram and S"j oi all those causing an error, The reliability is ten

R=- P (S) =1 - P(S' )
j=L j=1

#U
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If input data points are randomly chosen from each Si and the program is run _ f times with
fI errors observed, then an estimate of R is : I

R - T fj )/n
A .1 =
R is unbiased if sampling is proportional to the probability of the input data set,i. e.,if nP (Si). The
variance of Risthen:-

Var (R) -' . P (S"j) P(S'j)/P (Sj)
This model makes no assumption as td t-he occurrence of errors in time, but it requires the definition
of an operational profile and, therefore, the knowledge of the future use of the program.
Nelson's method has been further elaborated to take into account not only the operational profile defined
by the user, but also a dynamic profile determined Ly the set of logic paths in the program.
This method is based on a simple definition of reliability and does not require specific assumptions re-
garding the time distribution of error occurrences : on the other hand, it requires an accurate definition
of the input test data sets. It is easy to implement, however, and is consistent with other tools for pro-
gram analysis and testing.

2. 1. 2. 4. Simultaneous sampling in the input and fault domains (Girard E., 1973 - Rault, J. -C., 1973)
This third technique is based on the assumption that a two-step programming technique is used, that is,
in the first step, specifications and algorithms are validated in a language L 1 by a first group of designers
at the end of the first step one obtains a first version of the program to be developed. In the second step,
a second version is written in a different language L 2 and possibly by a second group of designers ; in
this step, efficiency rather than functional validation is at stake. Description of such a two-step program-
ming technique may be found in (Rault, J. -C., 1973). A two-step programming methodology lends itself
naturally to a transfer, from hardware to software, of techniques for generation of test sets and assessment
of their coverage. As a matter of fact, the first version acts as a simulator for the second version. Sub-
sequently, error simulation and statistical comparison testing are made feasible. References (Girard E.,
1973 - Rault J. -C. , 1973) provide a discussion of the two testing techniques as applied to software and
an analysis of the assessment of error coverage which they provide.

2. 1. 2. 5. Other sampling modes
Sampling techniques may be extended to other measures of program testing thoroughness ; along these
lines one may considersampling in program instructions (Basin S. L., 1974), execution paths, modules,
and,more generally, in the various structural entities into which a program can be decomposed.

2. 1.2.6. Practical use
In our opinion, sampling techniques are sufficiently formalized for their use in actual software projects.
These techniques require, on the one hand, a good knowledge of the structure and intended use of pro-
grams and, on the other hand, a good communication between progrdmming teams and quality control
groups. Sampling techniques should be preferably used at the end of the testing phase in addition to
hardware-based reliability models.

2.2. Techniques specific to software

The basic principle of these techniques, which are more recent than the previous ones, is to relate re-
liability to measures of program complexity. Although the effects of program complexity on the total
cos, of software products have been known for years, it is only recently that formal definitions and as-
sociated measures of program complexity have emerged. The various measures proposed so far may
concer.cf

structural complexity based on static analysis of program graphs•textual complexity based on a static analysis of program source texts

• structural complexity with respect to execution behavior.
The first two correspond to static analysis while the third one requires both static and dynamic analyses.
2.2. 1. Structural complexity (Hansen W.J. , 1973 - Mc Cabe T.J., 1976 - Myers G.J., 1977 - Zolnowski

.M,97-ZebnsfT -------------------------------------
Here, program complexity is measured in terms of characteristic parameters of the graph derived from
the program text. Several different parameters may be considered ; the most common being the cycloma-
tic number which is formally related to the count of decision instructions in the program. Available con-
ventional tools may be used for obtaining such parameters automatically (Miller E. F., 1977 - ReiferD.J.,
1977).
As of today, correlation between structural complexity and error rate has buen collected on few examples.

2. 2.2. Textual complexity - application of the software science theory (Fitzsimmons A. B., 1978 -
.al t d. ,. Y 9 7 7 ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Here, reliability is measured as a number of residual errors. Intuitively, the number, N, of potential
errors made by a programmer is related to the number of opportunities of making an error, i.e., the
number W of mental discriminations. M. Halstead has established a formal theory which relates W to a
set of measurable parameters of programs (such as numbers of operators and operands) ; moreover, the
theory indicates that N = X W /3 , This theoretical result, which encompasses experimental results from
psychometric laws, has been experimentally corroborated by many other independent investigators
(Fitzsimmons, A. B., 1978).
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2.2. 3. Structural complexity with respect to execution behavior (Pirnont S. , 1976, 1977).

The proposed approach consists of assessing the thoroughness of testing procedures in order to charac-
terize program reliability. The assessment is based on measures of certain classes of paths exercised
during the test stage. Moreover, to assess a particular program, the only information that need be sup-
plied is a description of the test input data set. The methodology is general and can be applied to programs
in different languages.
A program is said to be verified if, for a given set of tests, it can be shown that every case of interest
has been tcsted. As this end is generally unattainable, we regard a program as being verified if one can
prov thz.: -: the program - paths have been traversed. Accordingly, one can say that a certain degree
of verification ic attained with a given set of tests, according to the number of paths actually traversed.
This deg ,te of verification, which is a non-decreasing function of the number of tests, can be considered
as an assessment of program reliability . The degree of verification, attained through experiments, can be
deduced from the images of experiments in the program flow.graph. A practical procedure to perform such
an evaluation has been defined (Pimont S., 197, 1977).
To verify a program (according to the definition stated above), one has to consider all the paths from tne
program input to any particular block in the program flow-graph (paths emerging from a given block are
not relevant). In order to obtain an assessment , one has to group these paths into classes where one such
class is the set of all paths ending with a given pair of adjacent edges. Such a pair is subsequently refer-
red to as a "switch". This level of grouping is considered sufficiently accurate and global to make one
satisfied with experiments exercising nearly every switdiand, conversely, unsatisfied with experiments
keeping too many switches unexercised.
The proposed reliability assessment is based on two analyses, performed in parallel, which provide two
measurements (experimental and theoretical) that are subsequently compared. Therefore, the proposed
approach consists of the following three phases :

. phase 1 : static analysis of the program. The basic process here is to perform a theoretical analysis
in order to analyze, for each switch, the paths from the program's input to the switch.

phase 2 : dynamic analysis fo the program. Here, an experimental analysis is performed in order to
determine under what circumstances every switlh is exex -ised during the tests.

. phase 3 : assessment of the program reliability.

This phase corresponds to a comparison of the theoretical and experimental data obtained in the first two
phases. A measure of the extent to which each switch is tested is derived from this comparison. Then,
in order to grade programs and sets of tests, these local measurements are aggregated. A heuristic func-
tion is proposed to perfrom this aggregation.
Since loops can generate very large number of paths, a language is defined in order to limit the length of
paths and, subsequently, their number. A suitable language, H, and its associated algorithms, are des-

cribed in the case of programs written according to the structured programming technique (Pimont S.,
1976, 1977). An algorithm computes, in a single pass and for every switch, the number of paths ending
with that switch and belopging to the language H. This computations does not require the generation of

such paths.
Testing experiments are made using conventional tools which aid in tracing the execution of programs.
These experiments are analyred as follows : a correspondence is defined between each set of experimen-
tal paths and a set of words belonging to the language H ; for each switch, a study of this set allows one
to establish an equivalence of some words for that switch and to provide experimental data.
In conclusion, it is proposed that the extant to which each switch has been tested can be derived from the
comparison of experimental data with theoretical results. Then by assembling all this information, the
program's overall reliability can be assessed. The above technique remains to be applied to large scale
programs. It would be best applied at the end of the testing phase.

2. 2.4. Practical use

Models proceeding from complexity measures are unequally developed. Without any doubt, 3oftware
science is the most thoroughly investigated one ; it has been tried by several academic and industrial
groups which have evidenced a high correlation between theoretical and practical results. Moreover,
analyzers have been developed for automatically deriving software science parameters of programs writ-
ten in different programming languages (CMS (Felty J. L. , 1978), FORTRAN (Ottenstein K.J. , 1976),
JOVIAL, PL/l (Elshoff, J. L. , 1976, 1978 - Tariq M.A., 1977)). It is not premature to recommend use
of this technique to those responsible of software quality control.
The two other complexity-based models, structure and behavior, are too recent and require deeper in-
vestigation before attempting their introduction into the programmer's arsenal.

3. CONCLUSION: THE STATE-OF-THE-ART

Quantitative measurement of seftware reliability requires

Measurement tools : no universal measurement procedure is presently available but testing tools
that might be used for measurement pruposes are available (Miller E. F. , 1977-Reifer D.J. , 1977);

Models : several models have been proposed, but most of them seem to be better applied to a poste-
riori reliability assessment than to reliability prediction. There is a patent lack of data which can
be analyzed reliably at the same time by means of several of the above models. Therefore, fair com-
parisons regarding their accuracy and usefulness are presently difficult to make.
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Moreover, only a few of these models have been applied to a sufficiently wide range of application areas.
Techniques and tools for collecting systematically the experimental data necessary for the design,

validation and reliable use of the proposed models. To be of practical value, the data should be accurate,
complete, easy-to-get (avoid psychological problems anong programmers) and universal, i. e., consis-
tent from one project to the other. These characteristics are required if one wishes to determine cor-
relations between environmental factors and reliability measures. It seems as if we are caught in a
vicious circle of two inter-related problems :
- lack of data prevents one from validating the proposed models,
- the absence of validated models prevents one from determining which data (nature and format) should
be collected.
Collecting data systematically, even if in a somewhat empirical manner, is undoubtedly a first approach
to take. This has already been started by several organizations.
Finally, in spite of the fact that no universal approach to quantitative evaluation of software reliability
has emerged, promising techniques do exist as well as a fairly large amount of raw data that might help
to understand how often, when, where, and why programmers introduce software faults. Moreover, these
techniques may help us to understand how software faults may be detected and corrected. Investigations
conducted during the past decade have lead to a set of techniques which remain to be used actually rather
than to be extended. Several have been investigated thoroughly enough to be transferred from research
laboratories to industry.
Notice that the various techniques described above are not mutually exclusive ; they could be concurrently
used along the different phases of software develpment. As an example a possible scheme would be
• measure the complexity of modules as they are written (software science) ; the result would be either
to reject the program if complexity is higher than a given acceptable level, or to estimate the most likely
total number of expected faults, i. e.,an estimation of the amount of testing effort to be spent.

during the testing phase, assess the reliability and control its progress by means of either one of the
hardware-based reliability models or sampling in the data domain.

at the end of the testing phase, assess the efficiency of the test cases that have been used and that might
be used again for maintenance purposes ; in this case, one may resort to sampling in the fault domain or
to one method for test coverage assessment such as structural analysis with respect to execution behavior
(cf. § 2. 2.4). An optimal scheme can only be determined for a given programming environment and after
sufficient experimentation. However, the relationships among the various tools and the three general ap-
proaches described above can be illustrated by the synoptic diagram of figure 1. As a matter of fact, one
can envision to extend this diagram to the assessment of the other sixty or so factors (e. g., portability,
modularity, testability, maintainability, efficiency, re-useability, clarity, documentation, etc.)
which cooperate to software quality. The general arrangement would be a set of integrated analyzers
(static and dynamic) centered around conventional utilities such as compilers,assemblers and text-editors
the input data to these analyzers are either pieces of source code, design and coding rules, or input test
cases, their results are aimed either at the programmer (coding errors, violations of standards, design
flaws, etc), the project management (project status, testing history, programming productivity . error
rate) or those responsible for quality control (some 60 factors to monitor among which reliability).
Those software designers who introduce such techniques as part of their arsenal of tools will have a de-
finite advantage over their competitors in the development of truly ieliable software. ACKNOWLEDGE-
MENT. We would like to thank Professor J. F. Meyer of the University of Michigan for his helpful sug-
gestions and for improving the English text of an early version.
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An Analysis of Software Reliability Prediction Models

Alan N. Sukert
Rome Air Development Center (AFSC)

Griffiss Air Force Base, New York 13441 USA

Summary

From Aug 1974 to May 1978 a study to validate several mathematical models for predicting the reliability
and error cortent of a software package against error data extracted from the formalized testing of four
large Denartnent of Defense software development projects was undertaken by Rome Air DeveloAnent Center
(RADC), Griffiss AFB NY USA. This paper will describe the results of this empirical study for three such
models, the Jelinski-Moranda, Schick-Wolverton and a modified Schick-Wolverton, using both Maximum
Likelihood (ML) and Least Squares (LS) methods for estimating model parameters. Model predictions are
compared on a total project, functional and error severity basis. Model predictions are also compared on
an errors/day and errors/week basis for defining model time intervals. From this analysis conclusions
are drawn concerning the application of these models, with the principal conclusion being that model
predictions should be begun when all modules in a system are ready for testing.

1. INTRODUCTION

The past several years have seen the formulation of numerous mathematical models for predicting the
reliability and error content of a software system, for the purpose of permitting better tracking of
software developments by providing a software manager with more detailed information regarding the status
of his development. As examples, models assuming an exponential distribution of time to detect errors
have ranged from early ones, such as Shooman's (Shooman, M. L., 1973), to more complicated ones, such as
Musa's execution-time model (Musa, J. D., 1975). These models have been experimentally sted against
available software error data by the model developers to demonstrate the applicabilit 'f each model
(Wolverton, R.,1978). However, due to the limited availability to model developers of mult 'e software
error data bases there remains serious doubt on the part of potential model users as , the general
applicability and accuracy of these models.

To obtain knowledge about the applicability of these software reliability models, and to obtain better
confidence in their predictions, an effort has been underway since 1974 at RADC to analyze the
predictions of several software reliability models against error data obtained during the formalized
testing of several large DOD and NASA software developments. This paper will present an empirical
analysis of the results of this study. First, the study itself and the models and projects used will
briefly be described. Then, model predictions will be presented and analyzed with some conclusions
offered as to model applicability and some possible avenues for further model testing and analysis.

2. MODEL DISCUSSION

The initial goal of this in-house study was to analyze as many software reliability models as possible,
using as many software error data sets as possible. As the study evolved, it became very apparent that
the limiting factor was data availability. The data available to RADC consisted of data extracted from
Software Problem Reports (SPRs) that were filled out by the various contractors during the formal test
phases whenever a software error was detected. The only time measurements given on these forms was in
terns of calendar days; thus no CPU time data was available. Since models such as Shocman's and Musa's
required CPU time data, they could not be analyzed. Other models, such as Reliability Growth, were
eliminated for a similar lack of the necessary data. The models examined were the Jelinski-Moranda,
Schick-Wolverton, Modified Schick-Wolverton, Jelinski-Moranda Geometric De-Eutrophication, and a Modified
Geoetr ic De-Eutrophication.

Initially, predictions from these five models were analyzed against data from a large DOD command and
control project on a total project basis using ML estimates for model parameters (Sukert, A. N., 1976).
Next, software error data from three additional DOD projects were analyzed aq: -st the three
non-geometric models, since they predicted the number of initial errors while the geometric models did
not. Both ML and LS estimates for model parameters were used due to a lack of convergence of the ML
estimates for some model parameters. Model predictions were obtained on both a total project basis, and
error criticality basis, i.e. on the basis of a contractor-assigned assessment of the degree each error
impeded execution of a test case or prohibited demonstration of a requirement (Sukert, A. N., 1977).
Finally, model predictions on a functional subsystem, i.e. the contractor-assigned functional class (e.g.
I/O, logic3l) to which the module each error was discovered in belonged, were included (Sukert, A. N.,
1978).

A brief discussion of the assumptions of the three models used follows. Table 1 contains definitions of
the hazard functions describing each of the three models. (Sukert, A. N., 1976) contains a more detailed
description of the models and their estimate equations.

2.1. Jelinski-Moranda Model

The basic assumptions of this model are:

1. The amount of debugging time between error discoveries has an exponential distribution with an error
discovery rate proportional to the number of remaining errors.
2. The failure rate between errors is constant.

Lipow's modification (Thayer, T. E., 1976) to the original formulation (Moranda, P., 1975) to allow for
more than one error detected per debugging time interval was used in this study.
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2.2. Schick-Wolverton Model

The basic assumption of this model is:

1. The error discovery rate is proportional to the number of errors remaining and the time spent in
debugging.

The original form of the model (Wolverton, R., 1972) was again modified to permit more than one error per
debugging time interval.

2.3. Modified Schick-Wolverton Model

Lipow (Thayer, T. E., 1976) suggested modifying the basic Schick-Wolverton model as follows:

1. The error discovery rate is a constant during a tine interval and is proportional to the number of
errors remaininn, the total time previously spent in debugging, and an "averaged" error search time
during the current debug interval.

Since the particular form of the hazard function for this model leads to an indeterminate form for the
mean time to failure, no IS estimate was obtainable for model parameters.

Table 1. Model Equations

Model Error Discovery Rate

Jelinski- z(t.) = O[N - n
Moranda
Schick- z(t.) = *(N - n It i
Wolverton
Modified z(t i ) = $(N - ni I [Ti- 1 - ti/2
Schick-
Wolverton

where: 0 is the error discovery rate proportionality constant
N is the number of initial errors
n. is the cumulative number of errors found through the ith debugging interval
t is the length of the ith debugging interval
T. is the sum of ti, j=l to i

Note: z(t) is the probability of an error being discovered in a given time interval (t, t+dt) given that
no error has occurred previously to time t.

3. PROJECT DISCUSSION

In this section a brief description of each of the four projects, from which the error data analyzed was
obtained, is given. To maintain anonymity the Projects are referred to as Projects 1, 2, 3 and 4.

3.1. Project 1

This project (Willman, H. E., 1977) was a real-time control system for a land-based radar system written
mostly in JOVIAL/J3, with the Executive and a few of the application modules written in Assembly. The
error data for this project was obtained from the formal testing of all the project software, including
the Executive. Formal testing began with Build Integration, where the modules were tested together with
the system executive and system data base. Upon successful completion of this testing a build was formed,
which then was passed on to Acceptance testing. After completion of Acceptance testing the build entered
Operational Demonstration, where a series of increasingly demanding mission profiles designed to exercise
the system and evaluate its response were run. It is important to note that this system was a
demonstration model. i.e. it was only designed to demonstrate that a system meeting the user's
requirements could be designed and built. It was never intended to become operational.

Project 1 software was developed using both top-down and bottom-up techniques (Kessler, M., 1975) and in
a modular fashion. For example, module specifications were derived from the top-down starting with the
system-level requirements. System integration was performed in incremental builds Lo check the
interrelationships among the software modules and with the hardware. Dummy modules and drivers were used
for testing those modules not part of a given build.

3.2. Priject 2

Project 2 (Thayer, T. E., 1976) was a command and control system written in JOVIAL/J4. The software was
developed in a series of modifications with each modification governed by a separate set of requirements
and developed independently. The software was developed functionally, i.e. the project was divided into
work units responsible for different functions. Testing of each modification was conducted in five
phases starting with Development testing by the development personnel to demonstrate specific functional
capabilities, test data extremes, etc. Formal testing began after Development testing with Validation and
Acceptance testing. Validation testing was performed by an independent test group at the subsystem level
and demonstrated the approved software performance and requirements. Acceptance testing ran a subset of
the Validation tests to demonstrate specific requirements. After this testing the software underwent
final Integration testing by an independent group. This Integration testing demonstrated that the
applications software correctly interfaced with the operating system and system support software. Data
used in this study was from the formal testing of the Project 2 applications software only.
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3.3 Project 3

Project 3 (Thayer, T. E., 1976) was a large command and control project written in JOVIA/J4.
Structurally and procedurally, Project 3 was developed similarly to Project 2, with the four test phases
described previously. However, the Project 3 software underwent an Operational Demonstration test phase
following Integration testing, which was designed to demonstrate software functional reauirements in a i
operational environment, using an operational data base. The data obtained from this project was from the
four formal test phases (Validation, Acceptance, Integration, Operational Demonstration) of the
applications software.

3.4. Project 4

This project.(Fries., M. J., 1977) was a large avionics software application program written in
JOVIAL/J3B and Assenbly. The software consisted of five major functional areas in the operational
software and two in the simulation software. Testing of this software began with Module Verification
testing performed by the developer of each module. Once this testing was finished, the module was
released for formal testing. Formal testing began with Inter-Module Compatability testing where the
software was checked against its functional requirements as a total unit, and which was done by the
software development group. After completion of this testing the software system was given to an
independent system test group for Systems Validation testing, where acceptance testing for quality
control purposes was performed. The data obtained for this project was from the two formal test phases
and is from both the operational and simulation software for the first two versions (called blocks) of
the software system.

Table 2 contains a summary of the four projects.

Table 2. Project Characteristics

Project
1 2 3 4

Language JOVIAL/J3 JOVIAL/J4 JOVIAL/J4 JOVIAL/J3B
Used Assembly Assembly
Size* 86780(J) 96931(J) 115346(J) 40640(J)

49900(A) 84065(A)
No. of 109 173 249 69
Modules
Appli- Land-Based Command & Command & Avionics
cation Radar Control Control Control
Operate Real-Time Batch Batch Real-Time
Mode
Formal Build-Integration Integration Integration Inter-Module
Testing Acceptance Validation Validation Compatability
Phases Operational Acceptance Acceptance Systems Vali-

Demonstration Operational dation
Demonstration

* - JOVIAL sizes are in number of lines of delivered source code; Assembly sizes are in number of machine
instructions

4. MODEL RESULTS

In preparing the data for model input, it became apparent that some assumptions had to be made in order
to use the models. First, since the data had been extracted from SPRs, the only date known was the date
the corresponding SPR for each error was opened. It was decided that for consistency this would be
considered the error occurrence date for each error. It was reasoned that in the vast majority of cases
an SPR was filled out for a particular error the same day it occurred (subsequent discussions with
project developers essentially verified this). It was further reasoned that since each SPR had to undergo
the same formal configuration process, in general every SPR would take approximately the same time
through this approval process. However, since in practice there are delays in closing SPRs due to
priorities and test schedule demands, using the closing date for model purposes was considered
impractical because of the inherent bias prioritizing placed on this data. Finally, it was assumed that
the day the first SPR was opened corresponded to the first day of testing.

All data used in this study was restricted to those errors that resulted in a change to the software
itself. The reason for this was that although unquestionably documentation errors are important and
should be considered along with the other types of software errors, inability to interpret the Project 2
and 3 documentation errors forced the arbitrary decision to eliminate all documentation errors, thus
avoiding confusion in interpreting model predictions.

The data was organized into errors per day and errors per week. The reason for this was that it was
desirous to see how the use of different time frames for the data affected model predictions. Further,
based on the Phase I analysis it was discovered that model predictability was affected by the start date

of model prediction; i.e. in Phase I both the start date of testing and the date all modules were ready
for testing were used to begin predictions. The differences in predictability were significant enough to
extend this analysis to the other three projects. Since the data was subdivided functionally for all four
projects, it was decided to use the date of the first SPR and the latest date that a subsystem began
testing as the two dates for compari-.on. Thus all results will be given for both starting dates.

Fialoperational data was available for Project 3 only. Thus all remarks made concerning model
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predictability for Projects 1, 2 and 4 are based on conversations with project developers and on relative
comparisons.

Although both N and * were estimated for each model, all results will be presented in terms of the
predicted number of remaining errors, i.e. the number of predicted initial errors N minus the number of
errors found to date. All standard error figures given are those for the initial number of error
predictions and thus the reader is asked to keep this in mind when comparing these figures. The "Day" and
"Week" columns correspond to the project erroi data being input into the various models using errors/day
and errors/week, respectively. Lastly, for notation purposes the models will be denoted as follows:

JM - Jelinski-Moranda model with parameters estimated by ML method
WLM - Jelinski-Moranda model with parameters estimated by LS method
SW - Schick-Wolverton model with parameters estimated by ML method
LW - Schick-Wolverton model with parameters estimated by LS method
MSW - Modified Schick-Wolverton model with parameters estimated by ML method

4.1. Total Project Comparison

Tables 3-6 present that total project predictions for the five models for Projects 1-4, respectively.
Note that in all the following tables the numbers in "()" are the standard errors for the initial number
of error predictions, while the numbers in "[]" are the number of errors found to date for each project,
i.e. the number of errors detected from the start date of model predictions until the end of formal
testing of that software package.

Table 3. Project 1 Predictions Table 4. Project 2 Predictions

Predicted Remaining Errors Predicted Remaining Errors
From 1-2-73 Fran 3-6-73 Fran 10-14-71 Fran 1-17-72

[1853] [1769] [212] [189]
Model Day Week Day Week Model Day Week Day Week

JM 724(91) 696(87) 499(62) 480(60) JM .. .. 72(29) 66(27)
SW 26(7) 156(21) 14(5) 108(16) SW ... .. 39(15) 56(23)
MSW 14(5) 13(5) 8(4) 7(4) MSW 82(31) 75(29) 5(4) 3(3)
LiJM 54(8) 89(10) 51(8) 87(10) EJM 140(18) 57(10) 99(14) 46(9)
[SW 8821(271) 1110(43) 8814(278) 984(40) iSq 1998(189) 750(60) 1315(144) 330(31)

Table 5. Project 3 Predictions Table 6. Project 4 Predictions

Predicted Remaining Errors Predicted Remaining Errors
Fran 6-1-73 Fran 7-28-73 From 5-22-73 From 8-27-74

Remain [2191] [1307] [1877] [1509]
Model Errors Day Week Day Week Day Week Day Week

JM 198 1288(163) 1179(148) 233(34) 198(31) 3M ... ... 650(92) 591(84)
SW 955(113) 1289(165) 193(29) 220(35) SW ... .. 185(26) 625(90)
S42(9) 25(8) 10(4) 1(3) MSW 830(2E3) 6328(IE3) 27(7) 22(7)
IJM 88(10) 23(7) 81(10) 27(7) [JM 176(15) 74(10) 116(12) 63(9)

[SW 2155(66) 685(32) 1322(52) 505(28) LSW 9682(245) 2202(70) 234(17) 1103(115)

As can be seen from Tables 3-6, there is a considerable difference in predictability when the different
start dates for model prediction are used, and this difference shows up for all four projects. For
example, for Projects 2 and 4 the ML estimation procedure failed to yield a finite solution (failed to
converge) for the number of remaining errors for the JM and SW models using the date testing started as
the start date for model predictions, while these two models did converge when the date all models were
ready for testing was used as the start date. Notice the significant drop in remaining error predictions
in many instances between the use of the two different start dates. For instance, for Project 4 there is
a factor of 100 drop in the remaining error predictions for the MSW model when 8-27-74 is used, as
opposed to 5-22-73, as the start date. The same is true for the MSW remaining error predictions for
Project 2, although here there is only a factor of 10 difference. However, there are instances,
particularly for the LJM and LSW models, when there is no significant difference between the remaining
error predictions using the two different start dates. Thus it would appear from the total project
predictions that the difference in start dates affects the ML parameter estimations more than the IS
parameter estimations. Note, though, that in almost all cases the standard error of the initial error
predictions is less when the date all modules were ready for testing is used.

The daily versus weekly model predictions do not offer as convincing a pattern. In most cases there does
not appear to be a significant difference between using the day and week as the time interval, although
the LJM and [SW models do in some cases show some nontrivial differences. For example, for Project 2
using the 10-14-71 start date the remainL.g error predictions for the [JM model were 140 using the day
and 57 using the week. The LSW model predicted 1315 using the day and 330 using the week for Project 2
with a 1-17-72 start date. However, in some cases the "weekly" prediction was greater than the "daily"
prediction. For example, the UNM model predicted 51 remaining errors using the day and 87 errors using
the week for Project 1 with a 3-06-73 start date. There was also no general pattern in the differences in
standard errors. For example, for Project 1 with a 1-2-73 start date, when the day and week were used the
standard error for the JM model went from 91 to 87, the SW model standard error went from 7 to 21, and
the MSW standard error stayed at 5, respectively.
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For the projects studied, on a project versus project basis the LSW model predicts much higher values
than the other models, while the MSK model generally predicts lower values that the other models. From
the actual remaining error count for Project 3 it is clear that those using 7-28-73 are much more
accurate than those using 6-01-73, with some predictions being almost "too good". Since Project 2 and 3
are both command and control projects written by the same contractor, one might expect that the same
pattern of model predictability holds for both projects. Prom Table 4 it does appear that using 1-17-72
as the start date gives realistic predictions for all models except the LSW model, while for the 10-14-71
start date only the MSW and WM models give reasonable predictions. One would hope that the actual
number of remaining errors was closer to the "1-17-72" predictions than the "10-14-71" predictions.
Protect 1, being a variation of a command and control project, would also hopefully give the same pattern
of model predictability, and from Table 3 it appears that this is so. For Project 4, since it is an
avionics development and thus significantly different from the other three projects, one would be
interested in any differences in model predictability. From Table 6, one can note that the same general
pattern appears with respect to the difference between the two start day predictions. However, it is
interesting to note that the Project 4 predictions seem to be higher overall than those for the other
three projects. The notable exception is the LSW model predictions for the 8-27-74 start date. This does
suggest (at least for the limited data available) that the ML parameter estimates might not he as
accurate for avionics software predictions as the LS estimates, while just the reverse holds for the
Project 1-3 predictions (when the estimation procedure converged). Obviously more testing is needed to
verify this hypothesis

4.2. Criticality Predictions

Tables 7-9 present model predictions by criticality category for Projects 1-3. No criticality data was
available for Project 4. Also, the "Unclassified" errors for Project 3 are errors that were not assigned
a category. They have been included for completeness. Finally, the "Improvement" errors for Project 1 are
those errors that resulted from attempts to "improve" the system.

As can be seen from Tables 7-9, just as for the total project basis the model predictions are generally
lower for the case when the date all modules are ready for testing is used as the start date than when
the start of testing was used as the start date. The main exception is the LSW model predictions for
Project i. The same can be said of the standard errors of the error predictions. There is no three
project pattern between the "day" and "week" predictions. For example, for Project 1 with a 1-2-73 start
date, the criticality predictions for all five models for the "week" are less than or equal to the "day"
predictions. However, for the medium category in Project 1 withi a 1-02-73 start date the SW and LJM
model predictions are higher for the "week" than for the "day". Note, however, that except for the
Project 3 LSW predictions the "week" predictions for Projects 2 and 3 were lower than the "day"
predictions.

As a means of project comparison, consider the "critical" error predictions for Projects 1-3. For Project
1, one would certainly expect that after several months of testing there should not be 110 critical
errors left in the system. Thus it would appear that the JM, SW, and MSW predictions are more
"reasonable" than the LJM and LSW predictions. However, since as stated above this project was for
"demonstration" purposes, it is conceivable that many more errors were left in the system than would have
been if this system was to be operational. However, certainly the LJM prediction of 206 remaining
critical errors for the 1-2-73 start date is not what one would want after completion of testing.

For Project 2, the fact that only 57 errors were found but the minimum prediction for the 10-14-71 start
date was 60 (for the MSW model using the week) could cause one to assume that these particular
predictions are unreasonable. on the other hand, the MSW predictions for the 1-17-72 start date are
realistic, if possibly somewhat high. Note the consistent lack of convergence of the JM and SW models.
More will be said of this point later. Note also that the LJM and LSW predictions are still unreasonable
even for the 1-17-72 start date.

For Project 3, 71 "critical" errors were found after system delivery. Using this as a guide, it would
appear that the JM and SW predictions for the 6-01-73 start date, especially using the week, are fairly
accurate. The same can be said of the LTM predictions for the 7-28-73 start date, especially using the
day. The MSW predictions are very low for both start dates, while the LSW predictions are generally
high for both start dates. We don't see the clear pattern for Project 3 that was evident for Projects 1
and 2, in that depending on the start date the tZM and S1W predictions are fairly accurate. Since Project
3 is by far the larger of the four projects in terms of number of errors but smallest of the four in
terms of total test time period, this might suggest that for the smaller projects or for projects with
very long test periods, the MSW model and the JM and SW models should give realistic criticality
predictions, whereas for the large project developed over a short time period the LJM and LSW models
might give better predictions.

4.3. Subsystem Predictions

Tables 10-13 contain the subsystem predictions for Projects 1-4, respectively. Note that these subsystems
are functionally oriented; however, only for Project 1 was the exact function of each subsystem known.
This limits much of what one can say about tlhcse predictions, since the type of function will almost
certainly affect the predictability. Thus any comments made will be limited to general conclusions except
for Project 1.

From Table 10, we see that with the exception of the LSW model the predictions for the 3-06-73 start
date, and the standard errors of these predictions, are less than the corresponding predictions and

standard errors for the 1-02-73 start date. Also there is no general pattern to the "day" versus "week"
predictions. For example, the JM predictions for the data manipulation subsystem with a 1-02-73 start
date is 169 using the day and 160 using the week; for the test driver the JM predictions are a0 using the
day and 48 using the week. Note that generally the SW and MSW predictions are lower than those of the
other three models (maybe too low to be realistic). If we focus on the logical and mathematical
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Table 7. Project 1 Criticality Predictions Table 8. Project 3 Criticality Predictions

Pred. Predicted Pred. Predicted
Crit. Err. Start Remaining Errors Crit. Err. Start Remaining Errors
Category Found Date Mdl Day Week Category Found Date Mdl Day Week

Critical 104 1-2-73 JM 17(9) 17(9) Critical 803 6-1-73 JM 129(24) 91(19)
SW 0(1) 0(1) [711++ SK 16(6) 91(19)

9S (i) 0(1) MSW 0(I) 0(1)
LJM 206(36) 110(18) I.TM 105(12) 43(8)
LSW 2660(180) 1291(746) LSW 227(18) 613(34)

101 3-6-73 JM 10(6) 10(6) 382 7-28-73 JM 15(6) 6(5)
5W 0(i) 0(1) 5W 0(i) 6(5)
MSW 0(1) 0(1) MSW 0(i) 0(2)
L7M 211(36) 114(19) LJM 84(11) 39(8)
LSW 2731(174) 1323(502) LSW 100(12) 360(28)

Medium 1403 1-2-73 JM 547(79) 526(76) Medium 570 6-1-73 JM - --
SW 22(6) 100(16) [31 ++ SW -- --

MSW 11(4) 10(4) MSW 502(145) 415(117)
L.JM 20(5) 87(10) 1JM 102(12) 28(7)
LSW 7926(301) 594(30) LSW 1905(94) 494(32)

1327 1-2-73 JM 400(58) 384(56) 493 7-28-73 JM -- --

SW 13(5) 72(13) SW -- --

MSW 7(4) 6(4) MSW 55(15) 35(12)
LJM 199(16) 84(10) 1.3M 84(11) 28(7)
LSW 7939(316) 497(27) LSW 1079(60) 382(28)

LOw 77 1-2-73 JM 73(59) 67(53) Low 33 6-1-73 JM 6(6) 2(3)
SW 13(8) 13(9) [3]++ SW 0(1) 0(2)
MSW 0(1) 0(1) MSW 0(2) 0(2)
LJM 169(45) 90(19) L1M 78(20) 41(11)
LSW 1930(145) 908(477) LSW 623(160) 326(65)

77 3-6-73 JS 31(20) 29(18) 19 7-28-73 JM 0(2) 0(2)
SW 28(39) 1(2) 9A 0(1) 0(2)
MSW 0(1) 0(1) M£' 0(2) 0(2)
1IM 182(47) 99(20) LJM 79(27) 39(13)
LSW 2164(159) 1059(950) LSW 606(30) 111(23)

Improve 269 1-2-73 JM 165(61) 144(51) Unclass 785 6-1-73 JM 160(30) 111(23)
SW 2(2) 3(3) [1211++ SW 13(5) 111(23)
MSW 2(2) 2(2) MSW 2(2) 0(4)
11M 232(26) 93(12) L1M 105(32) 31(7)
LSW 3961(193) 1901(145) LSW 228(18) 590(34)

264 3-6-73 JM 94(31) 83(27) 413 7-28-73 JM 10(5) 2(4)
5W 0(1) 0(1) SW 2(3) 2(4)
MW 1(2) 0(1) MSW 0(2) 0(3)
LJM 240(27) 100(13) .71M 91(12) 33(8)
LSW 4145(196) 1945(150) LSW 221(20) 313(25)

Note: ++ - Actual Number of remaining errors

subsystems, which should have been heavily tested, we note that the SW, MSW , and LJM models predict
what could be considered "reasonable" values for the number of remaining errors. The same holds true for
the other eight subsystems, with the overall indication being that the SW and 1SW models give the
"best" overall predicted values. From Table 11, we see that for Project 2 the JM and SW models, when
they converge, give realistic predictions. The MSW predictions, with the exception of subsystem G, are
also reasonable, but they are probably low. Given the number of errors found for each subsystem, the W7M
and LSW models appear to predict larger than expected values. This might, therefore, indicate that for
this type of project - small with about a 1 year test time, the 1. estimates may give more accurate
subsystem predictions than the IS estimates. Note that the predictions for all five estimates follow the
general pattern of predicting lower values for the later start date, with the exception of the L1M and
LSW predictions for the Database. Interestingly, for this project the predictions for all five models
follow a pattern where the "week" predictions are consistently lower than the "day " predictions;
certainly more consistently than for Project 1. Finally, the System and Jovial predictions are given for
completeness, but since only 1 error was found one should not expect much of the model predictions.

To analyze the Project 3 predictions frnm Table 12, the actual remaining errors for the subsystems are as
follows:

Subsystem A - 23
Subsystem B - 19
Subsystem C - 70
Subsystem D - 21
Subsystem E - 9
Subsystem F - 15
Subsystem G - 23
Subsystem H - 12
Database - 0
ccmpool - 0

From Table 12 we see that in general the JM and SW model predictions are very good. The MSW predictions
are in general low, while the LOA predictions are high. The JM predictions are high in some cases, as
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Table 9. Project 2 Criticality Predictions

Errors Prediction Predicted
Found Start Remaining Errors

Category To Date Date Model Day Week

High 57 10-14-71 JM .. ..
SW ...

MS. 249(622) 126(193)
iJm 121(27) 60(13)
LSW 1176(186) 417(74)

50 1-17-72 JM ..
SW -- -

MSW 13(10) 8(7)
LJTM 87(20) 49(11)
LSW 458(116) 294(49)

Medium 87 10-14-71 JM . ..

w 45(28) 38(24)

LJM 135(25) 65(12)
LSW 1521 (70) 663 (85)

80 1-17-72 JM 38(24) 35(23)
SW 14(9) 23(14)
MSW 2(3) 1(2)
Lim 76(16) 48(10)
LSW 993(350) 188(27)

Low 68 10-14-71 JM ---
SW .. ..MSW 6(5) 5(5)

IJM 116(22) 63(13)
LSW 1194(144) 597(87)

59 1-17-72 JM 2(3) 2(3)
SW 1(2) 1(2)
Msw 0(1) 0(I)
LIM 48(12) 43(10)
LSW 786(186) 78(15)

for Subsystem E, while they are good in others, as for Subsystem A. Note that for Project 3 the
predictions using the 7-28-73 start date are lower than those using the 6-01-73 start date, but not as
consistently as for Projects 1 and 2. Also note that except for some of the SW model predictions the
"week" predictions are lower than the "day" predictions. Interestingly, for Subsystem E the JM and SW
models converge for the 6-01-73 start date but not for the 7-28-73 start date. This is different from
previous model behavior and needs more investigation as to its cause.

From Table 13, we note the widespread convergence problems for the JM, SW, and MSW models. Note the
large predictions for the LJM and LSW models when the other models failed to converge. Given the long
test time and sparse error density for this project, this might indicate that on projects where testing
is not "uniform" the LS estimates may be desirous to use. We also see that as in the previous cases the
predictions using the 8-27-74 start date are much lower and more realistic, given the number of errors
found, than using the 5-22-73 start date. Also, as for Project 2, there is the consistent pattern of the
"week" predictions being lower than the "day" predictions.

From the above it appears that for the subsystem predictions, as was the case for the criticality and
total project predictions, using the date when all modules are ready for testing gives generally more
realistic predictions than using the date testing actually starts. Also, for the subsystem predictions
the "day" versus "week" predictiors showed a fairly consistent pattern for Projects 2-4 of the "week"
predictions being lower than the "day" predictions, as was the case for the Project 1-3 criticality
pr ed ict ions.

5. CONCLUSIONS

In presenting these results, attempts have been made to draw general conclusions about model predictions.
Since no totally consistent patterns have evolved in most cases, general conclusions are difficult.
However, since in most cases Project 1 appears to deviate from patterns that are dominant for the other
projects, and since Project 1 was never intended to become operational while the other three were, one
could eliminate Project 1 and make conclusions on the basis of model predictions for the other three
Projects. In formulating the following conclusions, I have done this only with respect to the subsystem
and criticality predictions, since the pattern was so dominant for the Project 2-4 predictions.

Before stating any conclusions, however, a few words are needed about the non-convergence of the JM and
SW models (and in some cases the MSW model). It head been hypothesized (Sukert, A. N., 1976) that the
reason for this non-convergence was the the large number of both errors and time intervals in the data
the models were applied against. However, the small number of errors and time intervals in the Project 2
data, for which the ML estimation procedure failed to converge, somewhet negates this hypothesis.
However, there does appear to be a pattern of non-convergence for those data sets where the error
density, i.e. the number of errors found per unit time, is oscillatory, with large time intervals between
some of the detected errors. This is especially true for Project 4 and some of the large criticality
categories. Thus it does appear that a significant factor in determiiing the convergence of the ML
estimates, since the LS estimates always converged, is the rate of error detection. This would seem
reasonable, since all three basic models implicitly assume a constant level of testing. An oscillatory
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Table 10. Project 1 Subsystem Predictions Table 11. Project 2 Subsystem Predictions

Predicted Remaining Errors Predicted Remaining Errors
From 1-2-73 Fram 3-6-73 From 10-14-71 From 1-17-72

Subs. M.dl Day Week Day Week Subs. Mdl Day Wek Day Week

Data JM 169(52) 160(49) 106(31) 100(30) A .31 - 68(268) 56(191)
Manip SW 3(3) 5(3) 0(1) 2(2) [271* SW ---- -- 275(3E3)
(3381* MS1W 3(3) 3(3) 2(2) 2(2) [181+ mS1W 7(8) 4(5) 2(4) 2(4)
[3251+ Lim 211(25) 67(10) 230(26) 59(10) Lim 93(35) 52(15) 55(27) 38(15)

L9W 4229(163) 1811(120) 4375(165) 1762(119) LSW 758(176) 339(86) 183(183) 180(54)
Test Jm 40(15) 48(18) 47(20) 68(30) B JM --- 7(6) 6(7)
Driv SW 7(4) 16(7) 13(7) 30(13) '55)* SW -- 001) 0(4)
12051* MS1W 1(2) 2(2) 2(2) 3(3) [501+1.ISw 13(10) 8(7) 0(1) 0(6)
[1661+ WdM 45(9) 70(11) 42(9) 69(11) LiM 105(23) 57(12) 37(10) 28(8)

LSW 2987(571) 1235(101) 2628(409) 1022(93) LSW 972(65) 426(79) 895(63) 348(62)
Logic 314 280(183) 262(166) 139(67) 134(64) C JM --- --- 12(9) 9(8)
[1851* SW 8(5) 10(5) 1(2) 1(2) [631* SW ---- 1(2) 1(3)
[1821+ M~w 4(3) 4(3) 2(2) 2(2) [56]+ 145W 17(12) 13(10) 0(2) 0(2)

1.Jm 194(29) 24(6) 208 (31) 20(6) 1dM 105 (22) 63(13) 87(18) 34(9)
LSW 2722(106) 1312(179) 3085(119) 1484(204) LSW 1092(64) 561(106) 945(96) 349(55)

Math 3M 320(114) 301(105) 190(59) 180(55) D 314 --- -- 1(3) 1(3)
[3641* SW 24(8) 30(10) 10(5) 16(6) (81* SW -- --- 0(2) 0(2)
[355]+ 145W 593) 4(3) 2(2) 2(2) [71k 145W 6(16) 2(6) 0(2) 0(3)

1dM 224(23) 52(9) 233(24) 43(8) Lim 63(488) 33(26) 51(84) 31(24)
LSW 4216(255) 1799(111) 4430(259) 1823(114) 1.5W 416(103) 186(81) 321(76) 170(105)

Data 314 302(124) 300(124) 157(32) 155(52) Data JM1 3(29) 3(26) 0(2) 0(2)
-Ibase SW 662(423) 829(619) 75(23) 81(25) base SW 0(3) 1(9) 0(2) 0(2)

[3841* 145W 6(4) 6(4) 3(3) 3(3) [21* MSW 0(3) 0(3) 0(2) 0(2)
[3001+ 1iM 38(8) 83(12) 32(8) 74(11) [21+ 1dM 2(4) 16(38) 39(109) 25(60)

1.5W 3345(276) 1285(91) 3783(391) 1552(107) ISW 2(3) 68(70) 202(133) 115(130)
Conf JM 137(78) 126(71) 114(65) 104(58) E i74 - --- 2(3) 2(3)

Test SW 36(16) 31(14) 31(14) 28(13) [191* SW -- --- 2(3) 2(3)
[1491* MS.W 4(3) 3(3) 3(3) 2(3) [19]+ MSW 6(8) 5(7) 0(2) 0(2)

[SW 2199(504) 1190(126) 2156(443) 1148(127) LSW 709(98) 388(263) 566(121) 194(68)
1/O JM 109(96) 95(78) 45(29) 36(22) il 3M --- 56(192) 0(2) 0(2)
[851* SW 68(49) 83(64) 11(7) 11(7) [171* SW -- -0(2) 0(8)
[841+ 145W 2(3) 2(3) 1(2) 0(1) (161+ 145W 1(2) 0(2) 0(2) 0(2)

1.314 56(16) 77(16) 138(30) 58(13) Lim1 79(29) 35(12) 54(24) 36(13)
LSW 1351(200) 470(87) 1749(275) 740(128) LSW 586(276) 207(61) 483(165! 236(73)

Con- JM 72(33) 71(33) 44(19) 43(19) G 3M - - -- -

trol SW 1(2) 2(2) 0(1) 0(1) [191* SW --. -

[1511*1.ISW 0(1) 0(1) 0(1) 0(1) [19]+ MSW --- - -

[147]+ 1dM 218(37) 96(15) 224(37) 103(16) 1.714 96(28) 60(18) 81(24) 46(14)
[SW 3086(130) 1434(295) 3178(128) 1480(352) LSW 786(125) 419(134) 629(170) 310(87)

Comn- 3M --- --- -- --- Sys- 314 25(E19) 25(E5) 25(E5) 25(E5)
pool SW --- -- --- --- tem SW 25(E5) 25(E19) 25(E19) 25(E19)
[451* 145W 18(15) 14(13) 9(8) 6(6) [11 * 1.1W 25(E5) 25(E19) 25(F19) 25(E19)
(451+ 1Lim 142(43) 66(16) 128(39) 53(14) [1]+ Lim1 0(0) 0(0) 0(0) 0(0)

LSW 1420(223) 491 (116) 1205(175) 58(17) LSW 0(0) 0(0) 0(0) 0(0)
Micro JM 1(2) 1(2) 0(1) 0(1) Joy- 3M 25(E19) 25(E5) 25(E19) 25(E5)
code SW 0(14) 0(4) 0(2) 0(2) ial SW 25(E5) 25(E19) 25(E5) 25(E19)
[271* 145W 0(3) 0(3) 0(2) 0(2) [11* MSW 25(E5) 25(E19) 25(E5) 25(E19)
[261+ 1WM1 150(51) 93(27) 150(51) 93(28) [1]+ WM71 0(0) 0(0) 0(0) 0(0)

LSW 1440(143) 766(113) 1439(136) 759(109) 19W 0(0) 0(0) 0(0) 0(0)

Note: *-From 1-2-73 + - Fran 3-6-73 Note: *-Fran 10-14-71 + - Fran 1-17-72

error detection rate density would certainly tend to negate this assumption. However, more research is

needed to ver-.fy this.

Fran the above analysis, then, the following general conclusions can be drawn:

1. Clearly it is better to use the date all modules are ready for testing to begin model predictions than
the date testing actually begins. This pattern was almost universally consistent among all the
predictions.

2. For "cozmmand and control" projects such as projects 2 and 3, it appeeirs that the ML estimates, whe
they converge, give more reasonable and accurate estimates than the [S estiriates.

3. For "avionics" projects such as Project 4, it appears that the [S estimates are more reasonable and
accurate than the ML estimates. However, this conclusion is somewhat suspect due to the non-convergence
problem. for the Project 4 data.

4. For the criticality and subsystem predictions, it appears that using the week as the time interval
gives more reasonable predictions than using the day as the time interval.

5. overall, the 149W model gives the best results. However, this is a relative comparison, since marry of
the 149W predictions were not very good.
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Table 12. Project 3 Subsystem Predictions Table 13. Project 4 Subsystem Predictions

Predicted Remaining Errors Predicted Remaining Errors
From 6-1-73 From 7-28-73 Fran 5-27-73 From 8-27-74

Subs. Mdl Day Week Day Week Subs. 1M1 Day Week Day Week

A JM r,9(22) 45(15) 2(3) 1(2) A 3M .. .. 703(295) 597(230)
[2731* SW 5(4) 30(10) 0(1) 1(2) [4661* SW .. .. 329(97) 784(352)
11591+ MSW 0(1) 0(1) 0(1) 0(2) 14571+ MW .. .. 21(7) 18(7)

LJM 64(10) 53(9) 38(8) 43(9) LJM 706(22) 567(12) 122(14) 73(10)
LS 1892(134) 396(32) 1248(115) 274(29) LSW 6240(21) 2747(20) 177(18) 790(47)

B 3M 99(41) E8127) 55(31) 35(19) B 3M .. .. .. ..
12011* SW 15(7) 52(21) 28(15) 29(16) [3701* SW --- .. .
f111+ f.W 4(3) 1(2) 3(3) 0(3) [2371+ 1ASW 1519(857) 748(423) 120(45) 447(200)

LJH 92(13) 49(9) 81(14) 36(8) LJM 598(23) 88(12) 141(18) 83(11)
ISW 1492(144) 337(31) 896(121) 229(28) LSW 4340(281) 1415(87) 1857(289) 1097(70)

C JM 86(20) 71(18) 57(21) 36(15) C JM .. .. 160(171) 149(155)
15231* SW 32(9) 56(15) 53(20) 36(15) [94]* SW --- --- 107(91) 157(168)
[2061+ MSW 1(2) 0(2) 3(3) 0(1) 1871+ MSW --- 8(5) 5(5)

LJM 118(13) 43(8) 97(14) 39(8) WM 311(40) 107(17) 121(23) 59(11)
LSW 406(28) 491(32) 388(37) 282(27) LSW 2921(42) 1268(73) 910(801) 384(48)

D JM 49(29) 40(23) 39(35) 23(19) D 3M .. .. 43(17) 39(15)
[981* SW 22(12) 26(15) 54(54) 30(26) [1951* SW .. .. 4(3) 15(7)
[521+ MSW 2(3) 0(2) 2(3) 0(2) [195]+ MSW .. .. 0(1) 0(1)

LJM 102(17) 50(10) 80(18) 42(10) LJM 422(27) 114(15) 67(11) 66(10)
LSW 810(113) 202(26) 587(202) 229(37) LSW 3919(23) 1725(75) 2244(301) 174(19)

E JM 104(54) 101(52) --- . E M --- . 60(20) 52(18)
[1551* SW 18(10) 101(52) -- --- [2861* SW --- 23(9) 39(14)
[691+ MSW 0(4) 0(4) 23(19) 22(19) [257]+ MSW --- 2(2) 2(2)

tJM 56(10) 39(8) 57(12) 31(8) LJM 250(28) 115(14) 118(16) 74(11)
LSW 1408(143) 303(31) 86(17) 173(26) LSW 4599(32) 2007(131) 2209(200) 468(38)

F JM 23(13) 20(12) 51(59) 33(32) F JM .. .. 60(23) 56(22)
[1001* SW 1(2) 5(5) 7(6) 7(7) [2711* SW .. .. 21(9) 28(12)
[461+ MSW 0(2) 0(3) 1(3) 0(3) [1911+ MSW 915(460) 504(308) 2(2) 1(2)

LJM 35(9) 38(8) 31(10) 30(8) LJM 232(25) 114(14) 96(14) 73(11)
I.SW 1288(423) 353(42) 669(437) 237(40) LSW 4177(42) 1899(109) 1988(IE3) 243(25)

G JM 209(79) 161(57) 37(15) 26(12) G JM 396(272) 348(220) 17(10) 16(10)
12851* SW 217(83) 161(57) 15(7) 26(12) [2131* SW --- --- 8(6) 7(6)
[1691+ MSW 6(4) 2(3) 1(2) 0(2) [85]+ FEW 11(6) 10(6) 0(1) 0(1)

LWM 114(14) 47(8) 87(13) 41(18) LJM 191(22) 108(14) 74(15) 60(12)
LSW 741(57) 444(35) 1089(100) 276(28) LSW 2433(569) 1318(105) 1287(678) 94(16)

H JM ... ... 39(11) 32(10)
[5071 * SW .. .. 25(8) 32(10)
[463]+ MSW 45(12) 38(11) 0(2) 0(2)

LJM 122(13) 39(8) 98(12) 36(7)
LSW 2310(161) 751(45) 513(34) 369(27)

data JM 1016 (E5) 81(141) ---
base SW 38(43) 26(29) --- 369(E4)
(421* MSW 6(6) 2(4) 19(26) 10(16)
[261+ IM 62(17) 36(10) 61(19) 19(7)

LSW 576(261) 213(40) 303(116) 209(49)
Can M -- 7(20) 1(3) 1(3)
pool SW --- 41(366) 1(3) 1(3)
[7]* MEW 1(3) 0(2) 0(2) 0(2)
[61+ 1dM 49(39) 25(14) 15(13) 23(15)

1.W 217(144) 60(31) 187(110) 77(55)

It should be stated at this point that all of the above conclusions have been based upon work performed
on data available to RADC. This data is limited in both the number of different projects encompassed and
the categorie'; of data available. Thus it is possible that as more data becomes available the conclusions
drawn by this work will be modified or even totally altered. Clearly this points out the need for more
actual project data with the necessary information and sample size to examine a variety of different
software error prediction models.

The above conclusions have also been based on a limited "pragmatic" analysis of results. Obviously more
detailed analysis is needed. There are several questions pertaining to the reasons for non-convergence
that must be fully investigated. More data is needed to clear up some of the model predictive behavior
that was inconsistent in the predictions for Projects 1-4. Several patterns, such as the apparent
greater accuracy of the ML estimates for some criticality predictions, need to be further investigated.
Finally, better wars are needed to statistically determine the accuracy of model predictions. Hopefully,
current efforts to develop confidence intervals for these models will help in this task.
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DISCUSSION

H.S.Balaban, US
It is disturbing to see orders of magnitude differences in the prediction among the three models. It is even more
disturbing to see order of magnitude differences for the same model, same data with the only variable being the
estimation procedure (ML or LS). Is it possible to allocate the "blame" to the models, data and estimation
procedures.

Author's Reply
The "blame" is a function of the data and the models. A just completed study by Hughes Aircraft for RAIX"
indicated that the data sets exhibited behaviour in several instances, SLch as increasing failure rates, that clearly
violate model assumptions. Also, since the data was historical and coilected after the fact, there were many
"holes" in the data due to insufficiencies, omissions, etc. However, tile models themselves are equally to "'blame".
For example, there are implicit assumptions, such as a constant level of testing and the non-allowance of errors
generated during error correction, that have been shown to be unrealistic with actual developments. Newer models
that allow error generation and that assume a Poisson distribution of errors detected seem to provide more
accurate and more consistent predictions.

J.C.Robertson, UK
I request some clarification of the time axis used. Test hours run would appear to be the best measure, but days
elapsed and weeks elapsed appear to have been used. Can we assume that similar test times occurred each day and
for each of the four projects?

Also, when an error was encountered and testing was brought to a stop, was the elapsed time for error rectification
disczunted?

Author's Reply
The data used was historical in nature and collected after the fact. Tile only information available from the soft-
ware problem reports was the date an error occurred or the date an error was fixed.

No data on test run hours was available. The only measure I could use was errors per day, or some multiple of
errors per day. The testing was normally continued after an error was detected except in very special cases. Thus
no elapsed times for error correction were discounted. Finally, there is no way to determine from the available
data if similar test runs occurred each day or for each project.

P.Wust, Ge
The different programs have been programmed using different programming languages (HOL, Assembly L.)

Question: Do the prediction models differ for the different programming languages?

Author's Reply
The models, as formulated, do not differentiate between the type of programming language used. However, the
models developed were done so for projects written in HOLs. The current emphasis within the US Departmentof Defense to require HOLs for all applications, especially in light of the status of the common DOD IIOL,
makes this distinguishing between tiOLs and assembly language unimportant now.
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ANALYTICAL SOFTWARE VERIFICATION

W.Ehrenberger / P.Puhr-Westerheide

Gesellschaft for Reaktorsicherheit
8046 Garching, F.R. Germany

ABSTRACT

Among the various methods for verifying the correctness of software, the analytical veri-
fication procedures are the most promising ones. The paper first gives an example of a
manual program analysis. A FORTRAN subroutine is analyzed, which consists of 166 code
lines. The result of the analysis are 61 test runs that have to be performed to show,
whether this routine works correctly or not. In part 2, we deal with automatic analysis
methods. A short survey is given on the various analysis methods used by automated testing
tools. In the overall system level, the different kinds of applied testing strategies are
mentioned. Testing in detail requires a convenient embedding of the modules to be tested.
shown that testing in the module level can be done due to different methods as static
analysis and dynamic analysis. The investigations and experiences are used for the
development of an analyzer for the process computer language PEARL. They were financed by
the German Federal Government via the project PDV.

1. INTRODUCTION

For verifying the correctness of software several methods have been proposed, discussed
and tried. An overview is gained by looking through the IEEE Transactions on Software
Engineering and the papers from the related conferences /1,2/. /3/ gives a very short
impression on some of the different proposals and the results that can be received from
practical application. It is the authors' opinion, that the cheapest way of getting an
answer to the question whether a program meets its specification or not, is to analyze it.
Program analysis corresponds to the way used for proving the safety of electronic hard-
ware. In that field the related units are decomposed anO each of their parts is investigated.
In the software branch we have, however, a considerable advantage over our hardware
colleagues: we need not worry about changes of the product due to wear out. On the other
hand, programs usually perform more complex tasks than hardwired equipment does. Thus the
effort to be spent for analyzing may be quite high, depending on the program complexity.

The basic idea of our kind of program analysis is to find out, which input data combina-
tions must be offered to our program in order to test it completely. A complete test is
performed, if during program operation only cases can be met, which had already been tested
implicitly. One of our goals is to find out a set of test cases, which is nearly minimal.
A basic requirement is a complete and detailed functional program specification, that
enables us to judge after each test run, whether the gained result was correct or not.

Our paper is divided into two main parts. The first deals with manual program analysis,
the second with automatic aids. In the first part we restrict ourselves to give an example
of the analysis of a FORTRAN subroutine. This example can be understood by itself. Theoretical
background is provided in /5/. /4/ gives also a theoretical introduction and reports on an
industrial application of that method, with the help of some automatism for drawing the
necessary plans.

In our second part we focus on the possibility to automize program analysis. The major
published ideas of that field are discussed and some investigations of our own are added.
We finish by reporting on our efforts for developing an analyzer for the german process
computer language PEARL.

2. MANUAL PROGRAM ANALYSIS

2.1 Preliminary Remarks

Our program analysis assumes that the analyzed program will be translated correctly by
the compiler of the language in which the treated code is written. Should we doubt this,
it would be necessary to analyze compiled machine code, what, of course, is harder work
than to deal with code in a higher level language. Our analysis also is no formal proof
of correctness. It is just an aid to come to a judgement whether the program will fulfill
its task on the same basis as such judgements were made on relay systems or on electronic
safety systems. We also do not deal with the questions of arithmetic overflow or under-
flow, which may be quite difficult in some cases. Last not least our analysis by itself
does not say anything about the completeness of our analyzed code. Only the final comparison
with the specification or the evaluation of the test results will reveal whether the in-
vestigated code was complete or whether some tasks were missing.

As already pointed out, program analysis shall help to find the really meaningful test cases;
it shall reveal what the program is able to perform. Hence the results of the analysis and
all intermediate steps are only another description of the functions of the program itself.
Therefore it is important to use some easy comprehensible description of these functions.
Taking into account that most persons have a primarily visual perception, we use drawings
and some primitive formula symbols that are introducedlater. Our drawings and symbols are
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designed to make clear the three most characteristic aspects of any program

- the possible movements of the program counter, i.e. possible branchings
- the possible data movements
- the mixture of both, i.e. how data movements influence branchings and how branchings

influence data movements.

Concerning the last point particular care is taken of investigating all dependencies between
different parts of a program.

We hope to show the technique best by an example. In order to emphasize the pracitcability
of our method we take a complete subroutine, written in FORTRAN. The following example was
programmed at our own institute. It was used for performing a statistical test with a
reactor protection computer. During programming no particular effort was taken to produce
a program that is easy to analyze or well structured. The analysis brought up, that our
example contains labels and code parts, that are never used - and the routine had already
been executed several 100 000 times during several years.

2.2 Example

Our analysis starts from the program list. We amend this list by adding the program plan
to it. The program plan makes obvious which paths through the code are possible and which
data movements take place.

On the left hand side, right near the code itself we draw the individual sections (S) and
the branchings between them. A section is a code part that is run purely sequentially.
The individual sections are numbered. Those that are passed during each program execution
are represented by full lines, those that are passed depending on input data get dotted
lines. Branchings between sections are indicated similarly. In our program plan the letter
"S" before the individual sections was left out. For avoinding ambiguityit was, however,
used in the related formulae. In the open literature our "section" is frequently called
"basic block". Sections that must be traversed under any input condition are called the
"dominators" of the program graph with respect to its end node. All sections that lie bet-
ween two dominators, including the first of the two, form a building block B.

SEE PROGRAM LIST AND PROGRAM PLAN PART I

By drawing the
program plan , we find, that not all parts of our code are accessible. The inaccessible
parts can be left out from further investigations. We also find, that some labels are not
used. They are marked by circles. Our code contains a subroutine called SETBIT (K,i).
We know from the general understanding of the program system that this is a simple assembler
routine setting bit i in word K when called.
On the right hand side of our sections and branchings we indicate the data movements. The
top of each page gets the names of the variables and arrays used. The leftmost place is
reserved for constants (K). We then proceed in the sequence as the related names occur in
our code. Hereby we try to place outputvariables on the right hand side. Each variable gets
a vertical line, starting from the point where it is used the first time and ending where
it is used last. Input variables have their lines from the subroutine's starting point,
output variables keep their lines to the RETURN-statement. Movements between data are given
by horizontal lines, a "x" marking where the movement starts and a "." marking where it ends.
"x" indicates that the related memory place is not changed at this point, "." indicates that
its old contents is no longer relevant from this point on. "x" shows that th, old contents
is changed. With "(i)" we indicate position i of an array, with "i" we indji'ate bit i of a
word. In the structure plan we draw a data line exactly to the end of a section, if the
related data influence the branching. A data line starts from a section, if a constant is
transfered.

SEE PROGRAM LIST AND PROGRAM PLAN PART 2

We now can start with the detailed analysis of the building blocks, that leads us to the
necessary test cases. Before doing this, we mention that we know from the program system,
that

- array TAGWA contains constants, the other inputs depend from the technical process

- WO,W1 and W2 are outputs to the technical process. For some of the first building
blocks the meaning of their bits is indicated.
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a. bIBROUI INL 1AFANIIDIG.IAGWA,REANO,REANU, lOSS. IDURV,WO.W1 *W2)

5 DIMENSION IiIG(32),TAGWA(40),REANO(13),REANJ(3)

6 INTEGER WO,IP1W2

? C

a C UN1ERPRUNArMI 208 BEHANDLUNG DER ANALOUEN GRENZWERIVERLETZUNGE'

9 C (AND DEX MTil ANAL06wERTEN VERKNUEPFIEN D161T LANRE UNGEN

10 c Kx Mad1I I jogIN 0%

11 ISNAH-OA 0"

12 NFIIEF - 0b-

13 108011 - 0

14 C

1!p CCCCC ENDE DER VOkOESEIZUNGEN,

26 9 FJE

17 C NFUD

19 lF(REANU(2)-TA6WA(4)) 9.9,20 19 A

21 IFIREANU(11)-IAGWA(3))2O,12,12 f~.---
22 q LALL SLTBI1 (W2,I)

23 IF (REANO(1IIITAGWA(2))2O,14 1 4

2'. 14 tALL SLIDIIW1,9) *4 i-- ---- _______

25 IF (REANO(1l'i)AGWA(1l20,16.16

26 '6 ISNABxlv
27 I

26 b C UBKA
29 C
30 20 IF (IDIG(29)) 30.30,.25

31 25 IF(NFIIkFI3(J.30,26 r

32 26 tALL. 541811IW1,9) T

33 C I--

34 C KEDO L.
35 C

36 30 NI = 0.8*NLANU(3)-- ---

37 IAGWA05) - 0.160 + HI it --

36 HI =0.080 + HI

39 IAGwA(6) N I

40 IAGwA(7) - HI - 0.024

41 C

4Z C hFLD

43 C A
44 IFIREANIJI12)-IAGWA(?) )40,31,.31 r .
45 3 LALL SkEII(W2,2) I f A
46 Q(IP IfREANO (12) IAGWA (6)) 40,36.36I T
47 36 CALL SLIBII(W1,6) e. - ---- g
48 LALL SETl6IliW1.9) - --

49 IF (NEANOI12IITAGWA(5))40.37,3?

50 37 ISNAB-1 0.-

Progqram List and Program Plan)

pai't I
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51 c *6 2

55 414 LAtI SLIBI) 1W2,2)
54 <5IF(REAN(121AWA(9))5O.46,46
55 46 LALI. S4IIW1,6) M

56 LAIL Skl61 111,9)

58 47 ISMA6.1
59 50 IF(NFTIIEFJ1,51,49
60 ..9 LALL SLIBLI (W0,10)

61 C

6 2 C kEDR
6 3 CL
6'. 51 IF(REAfU(I-IAGWA(15)l60,52,52 4I
65 52 LALL SEI81i. 1111.1)

66 IF (REAN0(NI-1A(,A(14))60,53,53 N-o
67 53 ISNAB-IAf1)
6b LF(REAN0II/)-TAGWA(13))60.54.54 N4---- (J
6V 54 LALI. 5k1611lW0,5)

71 55 L A LL S L T 1 IWO,6)+ :i
7 4 IF (REANUI'/1-TAGWA (111)60,56,56 f

73 56 LALL SLIBII tWZ,11) X_________

74 60 60010 70+
75 1 F (RE A N 0(7 )-IAGWA(18)l70,61,61
76 61 IFkIDI0(28) )70,62,62
77 62 LALI. Sk1611 tW0,5)no

79 63 IF IIDIG(211 70,64#64 1

80 64 LALL SLTD11 (W0,6)
81 IF (1EAM.U(71IAGIA(16)17O,65,65
82 65 If I1('i k?61 70.66,66

83 66 LALL SLTBIJ WZ,11)
84 -

8/70 I F (REANOM7-IAGWA(19))71,727
88 71 106011 1 *

89 0010 60

90 72 IF (IUSS) 7-5,75,73
91 73 ISNAB a I T
92 C

94 C

95 75 IF (IIAJURV) 60,80,76 L

96 76 IF (RkANUtI.)-IAGjWA(4)) 80,77,77
97 77 ISNAB - 1I
98 C

P-rogram List anrd Program Pl-An,
part 2.
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We use the following

Nomenclature:

sit after section ± ran
Si , Bi4 section i, building block i do not run
Sitt section i is running
Si -~ Sj instruction counter changes from Si to Sj
FIELIi contents of component i of array FIELD
VAR,1 bit i of variable VAR

I exclusive or
Si(,B,..) in Si a decision or a mappinq is influenced by the variables A,B,....

Wi,n or Wi bit n hit n of variahle lii is set to 1

-112- r A

102~~~3 81aL L81(W,1'

101. 82 IFiREAhtU2-1AGWA(20fl100,8I,8j Wa )

10k 8~1 LALLSL11NU I,2

103 (92)(RNU(AtAW(4)10,28 I-

109 8 UNINU
106 10 F(REAhU(2)-lAG(WA(28))10,10,110 r- cIM

111 102 ISNAB - 11
114 LF (REANU(111IA6WA(26)) 103,103,110 6) 3
115 103 LALL 5411111 WO,3) ,1V
116 (AIL Sk)8(1IW0,4) s s- - -,

1.' C
l1 ~ C 001 bis tui'.

11V C
120 110 LO. 111 1-3,6
121 IF(iRANU111-IAGWA(30)) 111,113,113 --
122 111 LONTINUE

Ii bo01o 120,
12'. 113 tALL SELII W1,4) _4_____ -

12> (b010 120
126 C KOMMIh NICIII ORAN WEGEN 'ER2OEGEKJN(
127 bL0114 1-3,6

1211 IF(REANEJ(1-IAGWA(29)) 114,115,115

1 29 114 LONIINUE 9 I
ISO 6.0(0 120L
131 115 LA(.L SL1II(WO,8) ecebi
1 32 LALL S4IB11tw0,31

(33 ISNAb-1

1 3 4 C . . ..g
135 Cla
136 C 4'08R
137 C

1311 120 I(IREANO(b)-IAGWAI32)) 130,121,121 24 ____
139 121 (-ALL 541811IW1,5) 3,2,2 SS M-
140 IF(IEANUMB-TAGWAI31))1012,2
141 122 ISNAB-1
142 LALL Shlbll (NO,41
Ii,, C

1 44 C 8081,2
145 C
146 130 00 1349 1 - ,10O
14/ IF IIJUUI) 131,131,135 r-H
11,8 131 IF(REANOIIITAGWA(3I,13 139,132,132 , )()
149 132 LALL SLIBIItW2,0)
150 IF(REANOII)-1AGWA(33)) 139,1335,133 I- -
151 

133 ISNAB -

I 1
1 3 6 A L L S I Hl I u W O #s ) 

1:
1 54 139 LORNI IuE

I 55 C rogram List and Program Plan,

part 3
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157 C I I
15d C bCHNELLABbLhALTUNG

159 C
160 920 LALL SEIP!IIWO,0) 0I

161 CALL 5L1BIIIwOp ) I I 04
162 LALL SLIBIIIWO,2)

163 LALL 5EI11 (W2,5J - -
164 LALL Sei1 W0, L (W , I
165 950 NEIURN
166 LND

Progran List and Program Plan,
part 4

Starting from our program plan we draw our structure plan, which shows the essential
relationships more clearly. For further structuring we collect all sections between those
which are passed during each run into one building block B.

The block plan is an even rougher representation. It gives an overview over the use of
the individual input variables by the individual building blocks. All data movements go
from left to right unless indicated differently by an arrow. From this we get some
important intermediate results:

- Apart from couplings through the auxiliary variables NFTIEF, ISNAB and IDRUTI each
building block can be tested separately.

- NFTIEF couples BI with B2 and B5

- IDRUTI couples B7 with B12

- ISNAB couples almost each building block with B13.
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block 2
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Struc ture Plan, part I
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V, /

V P I

buildig

X- block

- - - - bUilding

block gF

building block 10
LOOP 1 -3, 6i concernimg Reano (II
4 repetitions FfloKimumw

building
block 11f

building block 19
IOOP 910 cancepning Reano N,

__________ * 2 repetitions con sLt* pi

Structure Plan, part 2
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~output variables:
( the individual
~numbers mark bits;

( set in this routine

input variables:(*
the individual (
numbers mark (&

array positions;
some are not used (S

in this routine (

Plan of Building Blocks

- 40'
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Building block 1

From program list: ISNAB , NFTIEF, IDRUTI intiated with 0.

From structure plan: Assignments to W2,1, W1,9 and ISNAB with constants, depending on
branchings, additionally assignment to NFTIEF.

From program list: BI : NFTIEF = O11,
W2,1 = 11, (1.1) _ as initiated
W1,9 = ii,
ISNAB = 0I1,

Structure plan: S1-+S21S1- S6 = S1( REANU2 TAGWA4
$2-S3lS2- S6 = S2( REANO11 , TAGWA3 ) (1.2)
S3-S41S3-+S6 = S3( REANO11 , TAGWA2 )

S4- S51S4-.S6 = S4( REANO11 , TAGWA1 )

2rom program list: All decisions depend on differences and comparisons of 0 0. When = 0,
branching to the following section.

From (1.2), structure plan and program list:

S2tf, if REANU2 < TAGWA4
S3fl, if S

2
t A REANOll L- TAGWA3

S4IT, if S3t A REAN011 L' TAGWA2 (1.3)
S51, if S4? A REAN011 -t TAGWA,

From program list and structure plan:

S2t, NFTIEF = 1
S3t, W2 bitl = 1 (1.4)
S4t, WI bit9 = 1
S5t, ISNAB = 1

From (1.3) and (1.4):

REANU2< REANO 11t REANO 11 _ REANO 11
TAGWA4 TAGWA3 TAGWA2 TAGWAI

NFTIEF W2,1 W1,9 ISNAB
(if initiation with 0)

Logic plan 1.1

From structure plan: ISNAB is set in S5, S12, S16, S21, S35, S38, S43, S46, S54, S58.

From program list: Assignments all with 1.

Building block 13

S61--s $62jS61--*S63 = S61( ISNAB
ISNAB - 1 : S6244

S62: WO,O = 1
WO,1 = 1
WO,2 = 1
WO,11 = 1

W2,5 = 1
ISNAB = 1 reactor scram (13.1)

Building block 1 continuing

From(13.1) and the meaning of the other bits logic plan 1.1 changes to:

REANU2 REANO11-- REANO 1!h REANO 11
TAGWA4 TAGWA3 TAGWA2 TAGWAI .

neutron flux control rod reactor

intermediate removal blockade scram Logic plan 1.2
range detectous high
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Test cases:

REANU2 > TAGWA4 A REAN011 > TAGWA3
REANU2 < TAGWA4 ^ REANO 1 1 TAGWA3

- - A , A REANO11 < TAGWA2

- - A - -A, A REANOll TAGWA1

A A A REAN1 1 TAGWA1

REANU2 < REANO1 > REAN011 > REAN011 >
TAGWA4 TAGWA3 TAGWA2 TAGWA1

emply places:
0 1 value irrelevant
1 0

1 1 0_ _ _ _1 1 1 0

Table 1.1

Building block 2

From structure plan and program list: S7ft, if IDIG29 > 0
sStt, if S7 A NFTIEF > 0

IDIG29 IDIG29

FTIEF REANU2 < REANOI 1 > REAN011 >_ REANOI 1_
TAGWA4 TAGWA3 TAGWA2 TAGWA1

W , 9 

tR 
A

Logic plan 2.1

control rod neutron flux reactor scram
removal blockade intermediate

range detectors
connected with high
logic plan 1.2:

Logic plan 2.2: Neutron flux intermediate range detectors

Building block 3

S9ff: TAGWA5 = 0,16 + 0,8. REANU3
TACWA6 = 0,08 + 0,8. REANU3 (3.1)
TAGWP.7 - 0,08 - 0,024+0,8- REANU3

S9--S 1OIS9--*S13 = S9( TAGWA7 , REANO12
s1O--S11 IS11-*S13 = S10( 6 , ) (3.2)
S11-.S121S11-S13 = s11 ( 5
S12-*S13

S10+ , W2,2 = 1
S11 tt, WI,6,9 = 1 (3.3)
S121+, ISNAB = 1

REANOI 2 >. REANO 2 > REAN012 L-
(0,08-0.024+0,8- REANU3 )(0,08+0,8- REANU3 )(0,16+0,8. REANU3

neutron flux power range run up blockade of a reactor scram
high recirculation pumps

Logic plan 3.1
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REAN01 2

3trelighi ies acceedingq to (3-li

IFig. 3.1: Processing of REAN012 and REANU3 RAU

Building block 4

From structure plan

S13-.*S141 S13--*S17 = S13(REAN012, TAGWA1O) and: Sl4t ,W2, bit 2
S14-+S15 i S14-.+S17 = S14(REAN012, TAGWA9 )S15 t , W1,6;W1,9
S15-u.S16 I S15-i.S17 = S15(REANO12, TAGWA8 )S16 t , ISNAB =1

S16- S17
From this and program list:

REAN012? REAN012t REAN012>
TAGWAIO TAGWA9 TAGWA8

I REANO 122 REANO 1 2 REAN01 2
TAGWA1 0 TAGWA9 -TAGWA8

0
1 0
1 1 0
1 1 1

W2,2 1,6 SNABTable 4.1: necessary test cases

Logic plan 4.1

Building block 5

From structure plan: From logic plan 1.1:

S17--Sl8 I S17--PS19 =S17(NFTIEF) REANtJ2 4 TAGWA4 REANU2(
S18t 1" WO, 10 TGA

So: if NFTIEF = 1: WO,10 W0,10

Logic plan 5.1

-' Table 5.1
test cases

Building block 6

From structure plan:

S19-+S20IS19-+S32 = S19(REANU7, TAGWA15) S20 t, W1,1
S20-+S21IS20--.gS32 = S20(REANU7, TAGWA14) S21 t , ISNAB
S21-.+S221S21-i.S32 = S20(REANU7, TAGWA13) S22 t, WO,5
S22 S231S22-#.S32 = S22(REANU7, TAGWA12) S23 t, WO,6
S23--vS24IS23--*S32 = S23(REANI7, TAGWA11) S24 t, W2,11
S24 --S32
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From this and program list

REANO7?: REAN07? REANO7?- REAN07t REAN07L-
TAGW.1 5 TAGWA1 4 TAGWA1 3 TAGWA1 2 TAGWA1 1

w1, INAB O5WW21

Logicplan 6.1

REAN07 A REAN07 REANO7 : REANO7 : REANO72:
TAGWA15 TAGWA14 TAGWA13 TAGWA12 TAGWIA11

0

1 1 0 Table 6.1

1 1 1 0
1 1 1 1 0
11111

Building block 7

From structure plan

S32-9,S33IS32-..-S34 = 32 (REAN07, TAGWA19)
S33--*S39
S34-.+S35IS34-S36 = 34 (IEISS) IUSS inpiit parameter
S35- s36
S36-.-S37S36-S39 =S36 (IDURV) IDtIRV input parameter
S37-,%.S38IS37-~.S39 =S37 (REANO12,TAGWA4)
S 38 S~ 39

S33t, IDRUTI =1 from program list
S35t, ISNAB
S381t, ISNAB

From this and pr,)gram list

REANO 7, IUSS IDURV REAN0122 REANO 7 IVSS IDURV REAN01 2-e

TAGWP19 > 0 > 0 TAGWA4 TAGWA 19 >0 > 3 TAGA

1 111
0 1 01
0 0 1 0
0 0 11

Table 7.1

IDRUTI ISNAB

Logicplan 7.1

Test of IDR11TI included in B12.



35-14

Building block 8

From structure plan

S39--S40IS39--*S44 = S39 (REANO2, TAGWA25)
S40-411S40-3S44 = S40 (REANO2, TAGWA24)
S41--S421S41-S44 = S41 (REANO7, TAGWA20)
S42- S43S42---S44 = 542 (REANO2, TAGWA23)
S43-S44

S4Ot, W1,2
S43t, ISNAB

From this and program list

REAN02 t REANO2 - REANO7 7 REANO2 ? REANO2 _ REANO2 _ REANO2 _ REAN02r
TAGWA25 TAGWA24 TAGWA20 TAGWA23 TAGWA25 TAGWA24 TAGWA20 TAGWA23

0 0
1 1
1 1 10

S111

Table 8.1

W1,2 ISNAB

Logicplan 8.1

Building block 9

From structure plan

S44--S45S44-.S48 = S44(REANU1,'AGWA28)
S45--S46IS45--9S48 = S45(REANU1,TAGWA25)
S46-*S471S46---wS48 = S46(REANU1,TAGWA26)
S47--S48

S45t, W2,3
$46t, ISNAB
S47f, WO,3,4

From this and program list

REANU1 REANU I REANUI REANUl REANU 1 :_ REANU1 1
TAGWA28 TAGWA25 TAGWA26 TAGWA28 TAGWA25 TAGWA26

0
1 0
1 1 0

I Table 9.1

W2,3 ISNAB WO,3
WO, 4

Logic plan 9.1

Building block 10

From structure plan and program list:

loop over S48, number of runs 1,2,3 or 4
during the'loop REAN03, REAN04, REANO5, REANO6 are read.

S48-+S491S48--wS52I S4R S48 = 548 (REAN03, REAN04, REAN05, REANO6, TAGWA 30)
S49-$*S52

S49f, W1,4 S49tt, depending on decision in repetition 1, or 2, or 3, or 4.



From this and program list

REAN03_ REAN04 t REAN05 REAN062. REANO3 REANO4_ REANO5 REANO6-
TAGWA30 TAGWA30 TAGWA30 TAGWA30 TAGWA30 TAGWA30 TAGWA30 TAGWA30

0 0 0 0
1 0 0 0
o I 0 0
o 0 1 0
o 0 0 1

WI,4 Table 10.1

Logic plan 10.1

Building block 11

From structure plan:

S52---53IS52-S55 = S52 (REAN08, TAGWA32)
S53--S541S53-b$S55 = S53 (REAN08, TAGWA31)
S54-4 S55

S54+ , ISNAB

From this program list:

REAN08 a REANO8_! REAN08? REAN08
TAGWA32 TAGWA31 TAGWA32 TAGWA31

0
1 0

L j 1 1

ISNAB Table 11.1

Logic plan 11.1

Building block 12

From structure plan and program list From this

Loop from S60 to S55, 2 runs constantly. -IDRUTI REANO91 REANO9 REANO9
Ist runs = I = 9 concerns REAN09 REANOO REANO1Oz REANOO_>

2nd runs - = 10 concerns REAN010 -TAGWA34 TAGWA33 TAGWA35

Inner part of the loop:

S55--iS56)S55-*S59 = S55(IDRUTI)
S56--S57IS5fi-vloopend = S56(REANO9, REANO1O,TAGWA34)
S57-*S581S57--oloopend = S57(REAN09, REANX10,TNGWA33)
S58- S59
S59-*S60IS59-i-loopend = S59(REANO9, REANO10,TAGWA35)
S60- S61
S57f , W2,0
S58t , ISNAB
S60t , WO,3

W2,o ISNAB WO,3

Logic plan 12.1

From Bi and B7: IDRUTI = 0,13

From structure plan: the two loop repetitions perform a logic "or".

From this, from logic plan 7.1, logic plan 12.1 and program list:ii _ _ _ _ _ _U
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REANO 7 2 REANo9z REANO9t REANO91 REANOIO1 REANO1O1 REANO1Oz
TAGWA19 TAGWA34 TAGWA33 TAGWA35 TAGWA34 TAGWA33 TAGWA35

W2,O ISNAB WO,3

Logic plan 12.2

REANO7 a REANO9 REANO9Z REANO9 REANOIO REANOIO REANO10
TAGWA19 TAGWA34 TAGWA33 TAGWA35 TAGWA34 TAGWA33 TAGWA35

1 0 0
1 1 0 0
1 0 1 0
1 1 1 0 0
1 0 1 1 0
1 1 1 1 0
1 0 1 1 1
0 0 0
0 1 0
0 0 1

Table 12.1

Building block 13 has been treated after BI.

2.3 Conclusive Remarks

By adding up the lines of our tables, we find that we need 61 test cases to show whether our
subroutine contains programming errors or not. The correct runs give us confidence in the
tested subroutine but they proof not its correctness in the meaning of forniallogic. With
some effort we could even reduce this number slightly. The analysis of the previous routines
and program parts of the system must show how these cases can be provided.

The result of our analysis is quite encouraging as we easily estimate that the number of
conceptually possible paths is more than 48 millions!

Our analysis took approximately 1 to 2 man weeks time. The subroutine was easy to analyze:
We had no general WHILE loops and no array addressings depending on other array contents.
If such more complicated structures are used, the analysis requires more logic reasoning.
Some certainly remain unfeasible by our method. General WHILE-loops e.g. require induction
proofs / 6/. Any manual analysis is error prone, as it is a human activity. Therefore it
is recommended to have some redundancy in the notation and to go back to the original code
quite frequently.

We hope our manual analysis method will provide some practical help for those readers,
who have to verify programs whose failing could cause greater damages. The manual program
analysis remains important as long as the automatic aids are still unsufficient.
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3. AUTOMATIC ANALYSIS OF SOFTWARE

3.1 Preliminary Remarks

Manual analysis of software as a technique for its verification and for improving its
correctness is a useful method for comparatively small sized software mcdules. Sometimes,
however, quite large units must be analysed. /7/, for instance, mentions a real-time soft-
ware package of about 2.000.000 statements. As is well known, the costs for guaranteeing
the reliability of the performance of software products are at least in the dimension of
the costs for their development. To provide a reliability evaluation of packages of. the
above mentioned size therefore would be extremely expensive if tried by hand.

In this connexion even simple automatic aids for testing software gain importance, even
if their results may be far away from a complete proof of correctness. The development of
automatic testing tools started with two approaches: one came from thc intention to dispose
of a tool that allows to decide whether even large programs are reliabile, the other
continued the line of making more comfortable compilers by i-cluding code optimisation and
debugging routines. Both contributed to the present state of the art of automatic testing
tools. In the following, some aspects of the different methods of automatic testing tools
will be outlined.

3.2 Test Strategies

For testing entire software packages, different strategies can be used. Before testing, the
packages are always decomposed into modules that are investigated in detail.

3.21 Top-Down Strategy

Before the start of testing, the hierarchy of the program modules is evaluated. This hierarchy
is represented by the call graph or invoking tree. In this graph the most embracing module
is represented by the root node. The invoked modules follow in the hierarchy of their CALLs
(fig.3.1).
The top-down strategy starts by testing the most embracing module first. The modules invoked
by it must be simulated during this test as 'stubs' to which data can be transferred and
that can transfer data to the calling module when the control is given back. In the next
step of the top-down strategy the called modules are tested. They possibly invoke submodules
by themselves that are tested in the following step and so forth.

3.22 BottomUp Strategy

Tn case of bottom up strategy, the sequence of module tests is interchanged; those modules
are tested first, that are at the lowest level in the call-hierarchy. The role of the calling
module is hereby simulated by the 'driver'. One task of the driver is to provide data for
the modules under test /8/.

3.23 Aspects of Both Stratelies

The simulation of the environment, i.e. the embedding of a module to be tested is a subtle
work in both cases (see fig.3.2). The data passing the interfaces of the module under test
and its environment should be carefully selected concerning their significance and the
bounds of their specification. A hybrid way of testing using both top-down and bottom-up
techniques can be advantageous, as individual peculiarities of the software p.Ackage can
then be used effectively /8/. The test strategies deal with the partitioning oi a system
into its modules. Besides the verification of modules by applying formal logic, a rough
classification into two methods of module testing can be made, namely

- static analysis and
- dynamic analysis.

Static analysis is regarded to be more fundamental; because its carefully interpreted
results build the basis for dynamic analysis. On the other hand, many errors that are not
found by static analysis can be discovered by dynamic analysis, like certain anomalies of
control flow and data flow; moreover, as shown in /9,10/, static analysis has principally
also its limits, otherwise the halting problem of the Turing machine would be resolvable.

3.3 Static Analysis

3.31 Lists and Tables

A lot of examinations of the source code are performed by compilers, as syntactical checks
or lexical analysis. An important task for automatic static analyzers is to assemble further
lexical informations in the form of tables and lists. In future, that could become a
compiler's job. The following shows a collection of such lists:

- list of blocks, procedures, tasks
- cross-reference list of objects, (showing additionally whether variables are defined or

referenced)
- list of input/output variables
- list of life spans of objects
- list of branching statements
- list of do-loops
- list of real-time statements
- statistics on frequencies of different kinds of statements



PROGRAM A

CALL BSUBROUTINE B
CALL C

CALL C
EN4D

SUBROUTINE C >s. RETURN

RETURN

Fig. 3.1: Simple call graph

duwl deriver

stab DI 1

test bedtest beat

First step of top down First step of bottom up

testing corresponding testing corresponding to
to the call graph in the call graph in fig.(3.1);

fig. (3.1); test seq~uence test sequence of modules:

of modules: A,B,C. C,B,A.

Fig. 3.2: Modules under test and their environmnent
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- list of constructions unprocessed by the analyzer.

3.32 Structural Analysis

Much information can be gathered by the structural analysis of a module. In a similar way
as the call graph at the system level, the control flow araph (cfg) can be obtained automati-
cally. The cfg is represented by G(N,E) where N is a set of nodes nl,n2,...,nk and E is a
set of ordered pairs of nodes, called the edges (nil,ni2),(ni3 ,ni4),...,(nim-l,nim). The
nodes represent the statements of a program, the edges show the transfer of control from
node nim_1 to node nim. A path in G is a sequence of nodes h*il,ni2.,nik such that every
adjacent pair (nim-l,nim) is in E. Nodes which have more than one entering edge are called
multiple inedge nodes, similarly a multiole outedge node has more than one leaving edge.
The cfg of a program is the representation of the total of all paths of a program notwith-
standing their possibly very large number.* Similarly to hand analysis certain control flow
anomalies like unreachable parts of the code or jumps into do-loops can easily be detected
by evaluating the cfg. In addition the cfg is fundamental for finding certain sets of paths
which should be traversed during the dynamic test phase. Normally, a test cannot execute all
possible paths because their number is too large. Reasonable testing requires convenient
sets of paths which - for example -

- cover all edges
- cover all inedge-outedge pairs of all multiple entry and/or multiple exit nod-s
- reach at least all nodes.

Various classes of paths for covering a cfg are outlined in /11/. Fig.(3.3) shows a cfg and
three corresponding sets of paths as mentioned above.

Finding ou- input data that lead to the execution of certain paths is one of the most
important tasks of analyzin, systems. It should be noted that certain kinds of errors such
as missing control transfers can not be discovered by structural analysis. A lot of work was
spent in investigating the properties of cfg's /12,13/. In general, two classes of cfg's
can be distinguished: reducible cfg's and irreducible cfg's. The latter are much more diffi-
cult to manipulate. Loop constructions and subroutines with more than one entry point have
irreducible cfg's. In this case, an exhaustive analysis of the cfg results in more difficult
operations such as node splitting e.a. /12/.

3.33 Path Related Analysis

Other work to be done by static analysis is to find path conditions and to make symbolic
executions.

Branchings
A branching in a program appears in its cfg as a multiple outedge node. It is possible to

decompose branchings with more than two branches into sequences of binary branchings, even
if, therefore, we have either to alter the source code or to resolve it in a lower level
language. A binary branching is conisidered as a conditional program statement of the form
IF e THEN bl ELSE b2 . The evaluation of e causes either the execution of b, if v(e)= true
or the execution of b2 if v(e)= false.

Path conditions

For each path in the cfg, its '2 ath condition' pc can be found if the pc is first set to
'true' and, following the path from its starting point, each subsequent Boolean branching
expression -i or its denial -- ei, according to the transfer of control to either statement

l or bi2 on this path, is linked to pc by a conjunction until the termination statement
the path is reached. If a variable that is part of a path condition is assigned during

program execution, its symbolic value must be substituted. Each path has its unique pc.

3.34 Symbolic Execution

Each path can be executed symbolically. That means, that the values of input variables of
a program are represented by symbolic values instead of numerical or other actual values.
Along a selected path, variable values and pc subexpressions are collected and, if
necessary, repeatedly substituted by existing symbolic values or expressions until the
final point or another interesting point of the path is reached. At this point, the value
of the variables and the path condition nc is given by formulae depending on symbolic input
variables only. The pc expression shows the conditions for path execution. It describes the
possible values of input data that cause the execution of the selected path. By evaluating
the formulae of the variables, the correctness of a path execution can be shown in relatiun
to its specification. This is valid for all numerical or other actual values of input
variables satisfying the particular pc. The symbolic execution is a powerful method for
finding errors in programs /14/. Unfortunately, since the final expressions are so complex
they are often unwieldy and, therefore, difficult to understand and to resolve. It is also
possible to start the symbolic execution in reverse order, i.e. to begin with an interesting

The cfg of our example in chapter 2.2 corresponds to that part of the structure plan that
contains the individual sections and the connection between them. The control flow graph
is similar to a structure plan without data movements.



3 5-20

'1 Path sets

1 covering all nodes:

21 12,3,4,6,7,8

1 ,2,3,5,6,7,8

32 covering all edges:

5 4 1,2,7,2,3,4,3,5,6,7,8

1 ,2,3,4,6,7,8

3 covering all combinations of inedge-outedge7 pairs:

1,2,7,2,3,4,3,5,6,7,2,7,8

1,2,3,5,6,7,8

8 1,2,3,4,3,4,6,7,8

Fig. 3.3: Control flow graph (cfg)
(example taken from /12/)
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point or the terminal point of a path and to go back to its starting point.*

Infeasible Paths

A further problem is to decide whether a pdLhL is infeasible or not. An infeasible path is
a path that never can be executed for any possible combination of input data. Unfortunately,
the problem of finding all infeasible paths of a program can not be solved in general.
We can only determine whether any particular path is feasible or infeasible. At present it
is not always practicable to gain all symbolic path expresnions of an arbitrary program by
automatic tools but it becomes less tedious to find out input data for a special path by
using partial results that were found automatically.

3.35 DataFlow Analysis

Static analysis also enables us to have a look at the flow of data. This is helpful for
detecting errors and anomalies like a missing initialisation of a variable, a reference of
a variable that is undefined, or a definition of a variable that has not been referenced
after the last definition. The analysis of data flow has its roots in the design of code
optimizing compilers. A data flow analysis routine is, for instance, a part of a FORTRAN-
analysing system /15/. Like the symbolic execution, data flow analysis allows to find errors
or anomalies in sequences of data assignements. Although it does not produce such powerful
results as the symbolic execution, it has the advantage of being easier implemented.

Path Expressions

In general, the use of a variable during the run of a program can be described by three
states /16/:
a variable can be - undefined (u)

- defined (d)
- referenced(r)

when a statement is executed. In an assignment statement such as

A = B + C

the variable A is defined and both B and C are referenced. A variable index is considered
as a referenced variable, too:

A(I) = A(I) + B.
Here A,B, and I are referenced and A is defined. As a simplification, an indexed variable is
generally regarded as a simple variable that changes its value if any of its components
changes its value. A variable is undefined if its value is undefined or outside the block
where it is declared. For instance, a variable that was declared, but not initialised, is
undefined. Local variables in blocks are undefined when the termination statement of the
block was executed.

During the execution of a path the state of a variable may change; the sequential notation
of its states in the temporal succession is a Lath expression pe; for instance pe=drdrd for
the variable A results from the following sequence of statements:

A:= B + E
A:= A * 3
B:= A
A:= 1

Path expressions containing partial sequences as

ur (undefined and then referenced)
du (defined and then undefined)
dd (defined and defined again)

are called anomalous; the corresponding part of the source code is suspected to be possibly
faulty. The partial sequence ur within an expression of a certain path, for instance, points
to a runtime error arising during an execution of a program that runs the path.

Data flow analysis starts with the determination of path expressions for each variable in
each node of the cfg. Therefore, it is convenient to look to a cfg containing only
sections** as nodes. An anomaly like ur detected within a section causes a run-time error
for all paths containing this section. However, the sequence ur within an arbitrary path
expression does not necessary reveal an error; it might be a part of a path expression of
an infeasible path. In this case, the two elements of the anomalous partial sequence
correspond to different nodes of the cfg. Supposed that all nodes of the cfg are reachable
from its entry node and that they are meaningful, all data flow anomalies detected
within the nodes belong to feasible paths.

The partial path expressions found for each node are the elements for the expressions of
the whole path. It is necessary to detect the anomalies resulting from linking the partial
path expresrions of nodes, too. That means, the first state of a variable in the partial
path expression of a node n, is to be combined with the last state of the variable of the
path expressions of each path enterinnodt' n. This combination then is checked whether it

In our hand analysis we used this symbolic execution in a simple form in connection with
building block 3. The problem was not too difficult there, because we need not consider
data dependencies from other building blocks.

e W..at we call "sections" is mostly called "basic block" in the open literature.
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source code

A,B,C FLOAT FREE C;

n A=B*B;

IF B>10 THEN DO;

pe(B)=rf A=A+1;
peC)un+2 GOTO LAB;

END;

71 *pe (A) =d uiipe (A) =rd n+1 ELSE DO;

A=1;

n+3 LAB :IF A< 0 THEN

n+4 ( B=C;

pe(C)=rELSE DO;,

no path path expressions kind of path

1 n,n+l pe(A)=dd,pe(B)=rrr,pe(C)=u feasible

2 n,n+2,n+3 pe(A) =drdr,pe(B)=rrr,Pe(C)=u 1

=3 n,n+2,n+3,n+4 pe(A)=drdr,pe(B)=rrrd,pe(C)=ur infeasible

4 n+3 pe(A)=r,pe(B)=O,pe(C)=0 feasible

5 n+3,n+4 pe(A)=r,pe(B)=d~pe(C)=r______

anomalies: pe(A)=dd on path 1 (feasible)

pe(C)=ur on path 3 (infeasible)

Fig. 3.4: Part of a cfg, corresponding parts of source code
(notation PL/ 1-like), and corresponding path expressions.
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is harmful. In an analogous way, the first state of a variable of each directly succeeding
node is combined with its last state within node n and checked. Fig.3.4 shows a part of a
cfg, the corresponding statements, and the partiaL path expressions of the nodes for the
variables A,B,C.

Automatic Detection of Data Flow Anomalies

From the field of global optimisation, two algorithms can be used for detecting data flow
anomalies /16/: the algoA.ithms for solving the

- live problem and the
- availability ?roblem.

The live problem is to decide whether the value of a variable or expression must be saved
for a later use during a program's execution. The availability problem rises when the same
value of an expression is used several times within a program run. For saving execution
time, it is desirable to take the existing value of an expression instead of computing it
again: if it is still available. For the solution of both problems, a set of tokens is
established in relation to the cfg of a program and its variables and/or expressions /16/.

For each node n of the cfg, three disjunct subsets of tokens can be generated: gen(n),
kill(n), and null(n) whose elements are the identifiers of values and whose union is the
set of tokens: gen(n)Ukill(n) U null(n) = tok(n). cE gen(n) means that a i, to be computed
within node n; aE null(n) says that a was not affected within node n; aE kill(n) can be
used to show that a is to be overridden and/or is to become unknown within node n. The
three sets describe all actions performed on the elements satisfactorily. The solution of
the live problems shows whether on one or more of all paths leaving node n the next action
concerning a certain value is that it is to be computed or not.

The solution of the availability problem shows whether on each path entering node n, the
last action concerning a certain value was that it was to be computed or not.

A more generalized form of the two solutions results from substituting 'object' for
'value' and 'attached by an universal (given) action' for 'computed'. Then, the two
solutions can be used for detecting anomalous data flow: therefore, 'values' is substituted
by 'identifiers of variables' and 'attached by an universal (given) action' by

- defined or
- referenced or
- undefined.

The repeated application of the modified 'live' and 'available' algorithms according to
certain rules /16/ results in the detection of data flow anomalies. Afterwards it is
examined whether they belong to feasible paths or not.

3.4 Dynamic Analysis

Software testing while running a program is called dynamic analysis. The simplest way of
dynamic analysis is to run a program with certain input data and to check whether the
output data coincide with the expected data. For testing large software packages, care
i.st be taken for embedding the modules to be tested in a suitable environment and for
preparing meaningful data. This problem was mentioned earlier in connection with system test
strategies. More sophisticated systems use the results of the statical analysis to prepare
meaningful test runs, especially such results that facilitate the choice of distinct paths
and their input data.

Test systems can be established for interactive operation; then, for the operator, it is
possible to insert breakpoints, to alter data with regard to the compliance of certain
path conditions, and to look at intermediate results.

3.41 Instrumentation

Another way of testing is to instrument programs, i.e. to insert special statements
('probes') for different purposes as for

- producing 'post-mortem' data bases that contain the execution's history
- counting the executions of groups of statements
- detecting data flow anomalies as mentioned in chapter 3.35.

Instrumenting a program for creating 'post-mortem' data bases is standard in available
debugging tools, frequently under the name 'trace'. Recording the number of executions of
statements or groups is particularly important if the input data for covering sets of paths
are unknown. The dynamic detection of data flow anomalies is related to the executed paths
and, therefore, easier to achieve than by static analysis. Another way of testing a module
is to run it as a 'black box' without knowledge of its internal structure; for reasonable
testing, the input data should then be chosen under statistical aspects.

3.42 Providinq Input Data

As mentioned previously, the selection of appropriate test data is a very problematic task
to be done with different respects as to create data for

- semi automated tests (e.g. to create data for node/edge covering sets of paths as
mentioned in chapter 3.32)

- black box tests.
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Creating input data for running all paths, mostly has its practical limits in the great
number of paths. The most relevant resources to determine test data for path related
testing are the results of the static analysis of path conditions.

3.5 PEARL Analyzer

Thb considerations of this paper on automatic testing tools were made in connection with
the development of an analysing system for modules written in PEARL, a project that is
supported by BMFT.As pointed out earlier at the level of module testing, many relations
exist between the methods of analyzing and those used for special requirements in compilers.
From this came the decision to choose an intermediate language as the starting point for
the analysis of modules. The intermediate language is generated during the first passes
of a particular PEARL-compiler. It is the basis for the analysis to be performed by the
PEARL-analyser. The analyser is scheduled for carrying out some of the static analytical
methods as mentioned above, starting with the structural analysis of modules. We have in
mind to provide a tool that is particularly helpful for safety assessments. In connection
with the analyzer a set of rules will be provided whose observation during program develop-
ment will facilitate the analysis. Particular care is taken to provide a convenient presenta-
tion of the analysis results.

4. CONCLUSION

We tried to cover some important aspects of both analyzing program by hand and by automatic
means. Concerning hand analysis we focused on practical aspects, in automatic analysis we
put theoretical questions in front. We deliberately omitted such important aspects as using
formal logic or induction proofs. The general feeling is, that arbitrary WHILE-loops cannot
be successfully treated without induction proofs. In software packages for engineering
requirements, however, it is frequently possible to avoid loops whose repetition number
depends on intermediate calculation results from the loop. We therefore believe that the
methods discussed in this paper cope with a considerable amount of software verification
questions arising in industrial computer applications. We are quite optimistic that even
high requirements on software reliability can be met by applying these methods or tools;
this seems to hold above all if during programming a certain dis:ipline had been followed
and tricks or tricky constructs had been avoided.

We also did not cover the important area of program specification. We emphasize that any
formal verification is only possible by comparing the results of an analysis or a test to
a requirement. The more complex the tasks to be fulfilled by our software are, the more
difficult it is to judge intuitively whether a particular result is correct or not.
Concerning our hand analysis example we were in the lucky situation of having the
program specification in a form similar to the logic diagrams that were derived. In such a
case performing a practical test has only marginal importance.

We feel that in the future software testing and the related theory and tools will increase
in significance. in the long term automatic aids clearly will win. For the ultimate steps
of analysis and for treating some nasty program constructs hand analysis, however, may
remain to be of some interest.
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SOFTWARE QUALITY AND ITS ASSURANCE

Dipl.-Ing. P. Weigel
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Bundesamt fUr Vehrtechnik und Beschaffung, Koblenz (FOG)

SUMIMARY

The ever increasing complexity of software for electronic data processing systems and
the growing criticalness of the appl ication areas have resuiled in the fact that, in
addition to the cost and time f .ctors, the quality of software products is gaining
more and more importance.This paper provides an overview of the major quality charac-
teristics of software and their assessment standards.

Tire causes of failure and the development of software are discussed, and tile technical
means and measures for eliminating faults and impacting the software quality are
described. In addition to the technical measures, the organizational means of soft-
ware quality assurance are handled.

1. Introduction

In recent years, it has been more and more realized that software (SW), like any other
product, must first of all be viewed from an economical aspect. As in the case of
other products, therefore, the decisive factors are quality, cost and time.

Under the pressure of increasing cost, growing complexity and progressively greater
criticalness of application areas, this has led to a change of attitude toward soft-
ware development* and maintenance, as a result of two NATO sympoisa. (NA1'7R, P. *

1969 and BUXTON, I.N. ... , 1970). The change in attitude is characterized by the term
"software engineering" which was meant to be provocative.

The goal was to introduce, into the field of software, engineerint mpthods charac-
terized by disciplined, scheduled, checkable, transparent, standardized and methodi-
cal action.

Although software engineering has not yet developed to be a separate engineering dis-
cipline and many wishes are still open, a multitude of principles, methods and aids
have been made available in the past few years for the rationalization of the deve-
lopment process and for tire enhancement of SW product quality.

The economic significance of software is emphasized by the fact that an overproror-
tional rise of SW costs versus overall costs of technical systems can lie obverved.

An investigation performed for the FRG under an order of The Department of 1(esearch
and Pechnology (DITT-.lIt, E. .... , 1976) reveale( that, as early as in 1975, the annual
personnel costs for the Generation and maintenance of EDP software amounted to 7 bil-
lion DI, whereas the annual expenditures for rent/interest, depreciation and main-
tenance of hardware amounted to 6 billion DI. Other investigations have shown tha;t the
test effort for the development of SW is betwenn 30 "; and 50 5/ of the overall effort,
and that time maintenance costs (debugging arid modifica tion) amount to as much as 7o l
of the development costs.

As "software engineering" regards software development as an integrated process where
all phases of the life cycle (from the first approach through implementation) of soft-
ware are considered, QZuality Assurance being part of software engineering must arra ne
for an integrated system of assurance and control measures. The application of soft-
ware technological methods and aids must result in an overall minimization of costs
for the quality functions (fault prevention costs including test costs) and of the
costs due to poor Sd quality (fault costs).

2. SW (jjality - Quality Characteristics
Assessment - Assessment Standards

In general terms, quality is defined as being the condition which makes a product or
arm activity suited for the acc~omplishmrent of given requirements. As a rule, the
requirements result from the application purpose of the product or activity (DIN
55350).

In this connection, it must be noted that the quality is defined relative to Given
requirements (specifications) only.

For the user, the useful value of software depends on a number of properties whose
weights result from the problem and the marginal conditions relevant for operation.

* "Developmenit" as used in this paper is meant to cover the entire software gencration
process (concept, design, coding, implementation).
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The major quality components which, in their entirety, constitute the SW quality, are

shown in Fig. I and are briefly defined hereinafter: (WEIGEL, P. ... , 1977).

"Functional fidelity" is a characteristic describing the correctness, completeness
and exactness of the functions required in the specifications.

"Efficiency" defines the performance behaviour of the software in terms of time within
a given hardware system, as well as the capacitive load on the given hardware resources.

"Flexibility" with its components "adaptability", "transferability" and "changeability"

describes the capability of adaptation to new functional requirements of the user, or
to a new hardware environment, respectively.

"Ease of use" defines how well the software is adapted to the user's requirements in
terms of handleability, ruggedness (insusceptibility to incorrect operation), learna-
bility, understandability.

"Maintainability" is a quality characteristic defining to what extent software de-
ficiencies can be analyzed and corrected by average personnel without affecting other
SW quality factors and without assistance by the software originator.

"SW reliability" eventually is defined as the property indigcating with which degree
of probability correct results will be provided for any type of possible input cases
of a given task in the event of faultless hardware.

While the terms of quality, quality assurance'
)
. faults 

) 
and, consequently, all terms

of a quality system derived therefrom atre transferable to software, this is difficult
in the case of the term reliability as usually defined for hardware.

Reliability, as a quality component, ii contrast with software reliability, is defined
in the case of hardware products as the probability that a given system, for a deter-
mined time interval, will operate satisfactorily under given conditions.

Application of this definition to software is problematic due to the failure mecha-
nisms differing from those of hardware (with software, there is no material wear or
physical overlead as cause of failure; the time of fault occurrence is covert, in
reality depending on the instantaneous load only).

The term of SW reliability in the first definition mentionied above initially has a
merely practical meaning due to the fact that SW is niot 100 6 testable. It enables,
by means of probability models with corresponding test and analysis methods, to derive
information as to the number of faults still inherent in the product.

Frequently, SW reliability is defined with reference to the "actual application" (not
to a requirement or specification). This means that it is used as a standard for the
completeness and quality of the SW specification. From the point of view of the pro-
gram generator, this definition is most unsatisfactory as it only obscures the fact
of inadequate quality planning during the definition phase.

In the past, assessment of SW has primarily been performed on the basis of its effi-
ciency and of functional characteristics. In view of the usually high failure and
consequential costs for SW, other quality characteristics such as maintainability and
flexibility are gaining more and more importance. The efficiency of SI? is still
playing an important part in the control and monitoring of real-time processes, while
in commercial data processing its importance is decreasing in favour of the require-
ments with respect to program flexibility.

The assessment of software is accomplished in the "functional range" based on attribu-
tive criteria (presence or absence of a certain function). Metric assessment standards,
e.g., can be used for the assessment of the accuracy with which a defined function has
been realized. As to efficiency, the criteria with metric properties are preponderant
(reply times, occupation of computer components).

In connection with the quality components "flexibility", "ease of use" and "maintain-
ability", subjective attributive assessment criteria are still applied preponderantly.
An objective assessment can be reached here, too, by breaking down these quality charac-
teristics into a multitude of attributes and by generating checklists. In this case,
the assessment can be accomplished indirectly by the assessment of the SW generation
process or the assessment of secondary characteristics, such as, for instance, docu-
mentaltion level, program structure, standardization, programming style. etc.

It is mainly in the case of SW projects with a high safety risk or risk of damage that
a quantitative assessment of reliability is desired nowadays. As previously mentioned,
the existing literature describes a number of reli;,bility models with corresponding
test methods (SIHOMAN, ?4.L ... , 1975).

i) Quality Assurances all measures for achievement of the required quality

2) SW-fault: unpermissible deviation of a characteristic value from the required
value
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By the definition of quality objectives with the requirement to exactly descitbe and,
if possible, quantify the characteristics during the definition and design phases, the
SW quality can be impacted in a manner advantageous to the user.

Quality assurance without planning and definition of the quality requirements is im-
possible.

3. Software Generation Process - Software Faults

The software generation process can be regarded as a sequence of translation steps: a

problem to be solved is translated, via various intermediate steps (intermediate pro-
ducts) into a detailed set of computer instructions. The initial product, on the one
hand, consists of information for the solution of a problem, stored on magnetic tapes,
punched cards or strips, on the other hand of documentation describing the SW product
and how it is handled.

In Fig. 2, individual steps of the SW/ generation process and the resulting intermedia-
te products are shown, based on the so-called quality cycle.

Software faults will arise whenever an inexact or incomplete translation is made when
proceeding from one problem solution step to the next, more detailed step, i.e. whene-
ver specified and defined characterisitcs are misinterpreted, or mitted when passing
from one development step to another, or when realizing any characteristics which were
not requested.

The basic causes for the generation of SW faults are:

- insufficient communication between S11 developer and SW user, or between various SW
developers;

- difficulties encountered in handling and minimizing complexity;

- insufficient accuracy of translation of functional and design requirements in the
various development stages (due to insufficiently qualified personnel or use of in-
adequate application of these tools).

The fault, like the quality, is a relative term which loses its sense without the exi-
stence of an explicit or implied requirement or standard.

With software, the reference standard originates from the requirements of the user and
the quality and acceptance criteria derived therefrom. In classifying the faults that
occur by categorizing the faults in accordance with development stages, one may coar-
sely distinguish between problem analysis faults (concept and development faults) and
implemetation faults (programming faults). Various investigations show (BOEIN, D.W.
1975 and ENDIES, A. .... , 1975) that frequently more faults arise due to insufficient

comprehension of the problem rather than due to incorrect programming. Moreover, tile
former type of fault mostly is more difficult to detect and far more costly.

During the utilization phase, faults may arise due to incorrect SW handling or poor
maintenance (software changes and debugging).

b flow to influence Software Quality

Basically, there exist two different possibilities for influencing the quality of a
product, viz.

- preventive technical measures;
- measures for fault detection and correction.

The additionally important organizational measures are discussed in Section 5.

The preventive measures are also denoted constructive methods, those for fault loca-
tion and correction are designated analytical methods.

Experience shows that, as the complexity of products rises, the quality improvement
measures, in view of the high costs involved, must be shifted to the early phases of
product development. This applies in particular for SW products where a major part of
the faults can be traced back to the definition and design phases, aInd a reduction of
the maintenance costs (which, for some systems, are as high as 70 ru of tile development
costs compared to the overall life expectancy) is imperative.

4.1 Preventive Measures for Influencing the SW Quality

Today's software technology presents a number of methods and tools by means of which
the SWquality may be decisively influenced in a preventive manner, and by which the
above failure causes may be eliminated or at least diminished.

The methods and aids, on the one hand, orient themselves to the type of software to be
developed (administrative SW, technical/scientific SW, system SW) and the associated,

Lim]
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partly different, development methods, on the other hand to the programming language used and, last but
not least, to the development environment.

Systematization of the software-technological methods and aids is rendered difficult by the fact that
many activities are repeated in the various development phases.

The metnods and tools affect the process and the product in a different manner, and it is difficult, In
the majority of cases, to quantify the influence on SW quality.

Often, however, it suffices to know the application of the methods cannot but improve the quality, all
the more as the costs involved are but low compared to the development costs, and as the quality improve-
ment is almost always accompanied by an augmentation of productivity.

It is important to know that the constructive methods and tools do not only favourably affect the SW
quality as regards functional fidelity (correctnessexactness), but, in particular, also such quality
characteristics as maintainability and flexibility.

If, for instance, the quality characteristic "maintainability" is investigated moe closely, one will detect
that its quality component "learnability" can be favourably impacted by constructive methods which support
the uniformity, the modularity, the transparency of algorithms and the documentation level. The testabili-
ty, also a partial attribute of maintainability, is supported by constructive methods for the recognition
of the instantaneous processing condition and the history of the processing conditions.

In Fig. 3, the major software-technological methods and tools are shown. A distinction has been made
between methods and tools which directly affect the technical functions and characteristics of the SW
product (or partial product), and such methods and tools which support the activities accompanying the
project. An exakt separation, however, is not always possible, just as the transition from higher echelon
methods to specific methods and tools is flowing.

4.2 Methods for Fault Detection and Correction

Fault detection and correction become all the more difficult and expensive the later during the develop-
ment process the faults are detected.

Faults in program development affecting any "design quality characteristic" (maintainability, ease of
use, flexibility) can be detected and corrected in a meaningful manner during the early phases of program
development only. Both the test methods and the methods for fault correction depend heavily on the SW
technological methods and tools described above and applied for the respective SW development, as well as
on the decisions made during the design and implementation phases.

At this point in time, the fault-tolerating systems must be mentioned, i.e. systems with automatic fault
detection and correction. In connection with software, similar thinking as with complex lArdware seems
to occur, namely that in many cases it is more economical to make redundant (fault-tolerating) systems
rather than to increase the effort for quality assurance beyond a defined threshold. It must be noted,
however, that by additional automatic mechanisms additional failure sources might be introduced.
(MYERS, G.J., 1976 and KOPETZ, H., 1976)

4.2.1 Fault Detection

Tests and checks must be initiated as early as ever possible, and must be performed in a manner related
to thenidividual project steps. Their goal is

- to find out if the required functions and quality characteristics of the previous development step
have been realized;

- to point out any inexakt, Incomplete or incorrect specifications;

- to detect any possible problem areas.

As already stated, many software faults may be traced back to poor problem analysis, problem processing
and problem solution.

The checks starting during the definition and design phases, therefore, concern the intermediate SW
products available as documentation. It is expedient to provide for at least three test steps:

- review of user requirements;

- review of "external specifications"
(system specifications);

- review of "internal specifications"
(program, component design)

For the program generation process proper, the SW implementation, the following test steps must be passed,
depending on the size of the project:

- component tests

- integration tests

- system tests/aceptance tests.

The importance which is today attached to SW testing can be recognized from the fact that meanwhile the
SW managers are prepared to invest up to 50 % of the overall development costs in SW testing (with parti-
cular emphasis today being on the functional characteristics). This area which is not yet methodically
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secured poses particular problems to quality assurance as it is impossible to prove that a non-trivial
program is free from faults. Even in the case of simple programs, a very small portion only of the
possible input cases can be tested during the test phase.

The goal in SW testing, therefore, must be to find faults, not to prove that the software is correct.
This principle is new in test planning and performance, and must not be underestimated as to its effect.
It must reflect in the attitude of the personnel entrusted with the tests.

The test methodology for SW comprise test strategies and test tactics. The test strategies cover the
manner of proceeding in connection with the verification of entire systems. As a rule, one will proceed
from the components over higher assemblies to the overall system ("inside-to-outside" procedure).

The test tactics cover the verification of individual components. Here, too, there exist two different
manners of proceeding which mostly are applied concurrently:

- the review of the functions of a program by means of the functional test, also known as the "black-box"
tactics, with the specifications being used as the basis.

- passing of all program paths and instructions at least once, also known as structural test or "white-
box" tactics.

As in non-trivial programs an exhausting test of all functions for all possible input parameters is
neither thinkable, nor a checkout of all program paths with all parameters is feasible, special emphasis
rests on the problem of selection and generation of suitable representative test cases.

Selection and generation can be performed along three basic principles:

- Orientation along the type of expected input cases. The functions are tested at the rate of their

occurrence during actual operation.

- The test cases are selected based on the possible safety or damage risk. The test cases are scheduled
so that functions and program portions where a fault might result in a particularly high damage are
tested most intensively.

- Selection of test cases orients itself above all by the weak points of a SW product, i.e. functions or
program portions particularly susceptible to faults as a result of their level of difficulty are
subjected to special tests.

In conclusion, I wish to mention that today there exist various approaches to prove the correctness of
programs (IDMON, R.L., 1975).
Concrete applications, however, are scarce, as these methods are most complex, and as it is difficult to
deduce from the programs the conditions to be proved.

4.2.2 Debugging

The majority of the defensive methods and aids mentioned in Fig. 3 exert a positive influence on debugging,
too. In connection with "debugging", one must distinguish between fault location, fault elimination and
determination of the cause for failure. With fault diagnostics, the reverse order is generally followed
(fault isolation) compared to the order employed in verification of programs during the SW test (cf.
above).

Software technology offers additional aids for the implementation (coding and integration) and utiliza-
tion phases, enabling to observe and check program performance, thus supporting fault diagnosis (Fig. 3).

For debugging, too, programming aids are known (MYERS, G.J., 1976), supporting the performance of modifi-
cations as well as monitoring and checkout of the modification. It should be clearly understood that,
whenever a non-trivial fault is concerned, the SW drops back to a corresponding step of the design phase,
with the same rules for checkout and monitoring having to be applied as during initial generation of
the SW product.

Above all, attention must be paid to avoiding, by debugging, to impair the design quality characteristics.
Secondary characteristics such as the modularity of the systems and the transparency of the algorithms
are susceptible to being adversely affected by frequent debugging.

The determination of the failure causes is meant to avoid the repeated occurrence of similar faults. The
questions to be asked are:

- Why did the fault occur?

- What is the reason for the fault not having been detected during earlier test steps?

- What would have had to be done in order to prevent the fault or to detect it earlier?

5. Quality Assurance as a Management Function

In modern hinkng, quality assurance as a managemert function is understood to be a coordinating and
Integrating service during the product generation process. This means that it s not a member in the
chain of order performance, but the organization of cooperation and communication of all functions in
all phases of product generation which impact the quality of the product.

Quality assurance, in this context, means the correct operation in quality matters of all organisms
Involved In planning, design and production.
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Quality assurance as a management function can be subdivided into

- Quality Planning (definition of specifications, rules and measures by which - based on the defined
quality level - the disred quality is ensured in the various development phases of the product);

- Quality Audit (continuous checkout of quality, i.e. measurement of deviations of quality characteristics
from the defined quality level);

- Quality Control (minimization of difference between actual and required quality by corrective action).

The above manner of thinking can also be applied to the management of SW quality, although this is not
yet generally accepted. (WEIGEL, P. ,1977)

Fig. 4 shows the development process for a major software system. It permits to recognize the above sub-
functions of quality assurance and their impact on the development steps.

Quality Planning generates a quality assurance plan summarizing, in a project-oriented manner, all quality
assurance rules, work orders and organization instructions. This plan must, inter alia, cover:

- definition of responsibilities, cognizance and competence in connection with all quality matters;

- information on test concept and test planning;

- procedures for the performance of design reviews;

- procedures for configuration control and monitoring;

- procedures for fault reporting, fault analysis and fault correction;

- information on the use, generation and monitoring of test aids (e.g. test and simulation software, data
generators etc.).

Quality Audit, by review and test, intervenes in the various SW generation steps, while Quality Control
analyzes the data obtained by quality audit and exerts a correcting influence on the development process.

Major aids for software quality control are the procedures for configuration control and monitoring, rules
and procedures for the establishment and monitoring of a software library for central management (repro-
duction, identification, storage and output) of objects subject to configuration monitoring, as well as
formalized procedures for fault reporting, fault analysis and fault correction. (MC GINNIS, F. 1973;
FOSTER, R.A., 1977)

It As of essential importance for Quality Assurance as a coordinating and integrating function that the
respongsibilities and cognizances be unambiguously defined, and that the interfaces with all organisms
involved in the project be clearly determined.

Like for hardware, there is no general rule for the organization of softwae quality assurance; it is
always dependent on the structures of the company and the project.

Based on experience gained with hardware projects, however, it is advisable, also in the case of soft-
ware, beyond a certain size of an enterprise or a project, to set up an independent quality organization
for the uncompromising enforcement of the specified quality assurance measures. In any case, it must be
ensured, whenever an organizational independence of software quality assurance is impossible or inexpedient,
that an objective assessment, supervision and control of quality is always possible.

Instead of a quality assurance organization independent of the project manager, a test team headed by a
so-called test manager and responsible to the project management exists for many software projects.
Its tasks are test planning and performance.

By analogy with the procedures for the development and procurement of complex hardware, contracts awarded
by the GMoD for software are increasingly stipulating quality assurance requirements.

The requirements for set-up and monitoring of a quality assurance system as well as for the generation
of a quality assurance plan are based on the NATO specification AQAP-1 and MIL-S-52779, respectively,
the latter one covering software. The HAT-AC-250 Group is at present preparing an appropriate Software
Specification.

kA
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SOFTWARE DEVELOPMENT FOR TORNADO - A CASE HISTORY FROM THE

RELIABILITY AND MAINTAINABILITY ASPECT.

D. J. Harris

EASAMS Ltd.,
Lyon Way,
Frimley Roadt,
CAMBERLEY. Surrey. U.K.

SUMMARY

The paper presents the methods and procedures adopted in the development programme, for the PANAVIA

Multi-Role Combat Aircraft (MRCA) now named TORNADO, to produce software of the required quality.

Software development for TORNADO has been undertaken in four successive, but overlapping phases,

namely definition, writing, testing and delivery. The paper identifies the key features, in these four

phases, that have contributed to software reliability and maintainability and indicates those that are worthy

of repetition in future projects, those to be avoided and those being improved now.

1. INTRODUCTION

This paper is based on EASAMS experience over the past 10 years in the development programme

for the PANAVIA TORNADO aircraft.

The anticipated life of both hardware and software in the TORNADO programme requires the invest-

ment of effort to ensure the quality of these items. In the case of software the term quality is used to

mean the maintainability and reliability of a program which also contribute to the effectiveness of that

program. The need for such quality applies equally to the software for the TORNADO Avionic System

and to the software used to support main program development including assembler, simulation and

utility programs.

Maintainability has been interpreted as the readability and high level of comprehension of programs

as documents in their own right. This includes program organisation and structure together with

programming conventions, which aid visual comprehension of program flow and purpose, thus speeding

error localisation and program modification. Emphasis has therefore been placed on the production of

software documentation of adequate depth, together with standards and control procedures.

Reliability has been interpreted as operational correctness and has led to a concept of progressive

and detailed program testing associated with comprehensive test documentation and test control

procedures.

This paper describes how software maintainability and reliability objectives, based on the above

interpretations, have been realised in terms of methods, procedures and quality assurance standards.

In order to establish the background to TORNADO Software Development it is necessary to

introduce:

- the project organisation and EASAMS role therein

- the TORNADO Avionics System and the place occupied in that System by the Computing

Sub-system, hardware and software, and

- TORNADO software and its relation to the Avionics Development Programme.

1. 1 The Project Organisation and EASAMS Role Therein

The International Project Organisation is shown in Fig. 1. The Defence Ministries of the three

countries involved formed the NATO MRCA Management Organisation (NAMMO) at policy level and the

NATO MRCA Management Agency (NAMMA) to execute that policy. NAMMA placed a contract on

PANAVIA for airframe and avionics development, PANAVIA in turn placed a contract on its partner

companies, BAe, MBB and AIT for airframe development and a contract on EASAMS for the manage-

ment, design, development and integration of the avionics system.

EASAMS Limited (formerly Elliott Automation Space and Advanced Military Systems Limited) is

a Systems Company of GEC Marconi Electronics Limited. EASAMS was formed in 1962 to conduct

forward looking system studies and project studies, to provide an operational analysis facility, to pro-

vide a management organisation to undertake the co-ordination, monitoring, technical design and analysis

and control of system development projects, and to provide advice and training in project management.

EASAMS role in the project is that of Co-ordinating Design Authority for the avionic system and

Technical Authority for avionics equipment development. EASAMS has placed sub-contracts on

collaborating systems companies, ESG in Germany and SIA in Italy, in accordance with agreed inter-

national worksharing arrangements.
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To carry out the work the three systems companies EASAMS, ESG and SIA formed and staffed two
tri national engineering teams:

- the Central Design and Management Team (CDMT) which is based at EASAMS in the UK and
undertakes the design, development, integration and management of the entire avionics system

- the International Software Team (IST) which is based at ESG in the FRG and provides the
software for the avionic system and for development test purposes according to requirements
produced by the CDMT.

The three Systems Companies also undertake work "in house". - Each acts as technical authority
for the equipments which are procured from the avionics industry of their own country - the commercial

authority being the corresponding partner company of PANAVIA, with whom close liaison is maintained
at all times. In addition, each Systems Company has and is undertaking avionic system integration and
development using comprehensive in-house ground rig facilities. The CDMT itself is responsible for
planning, conducting and analysing flight trials of the avionic system in a Buccaneer carry aircraft and
also co-ordinates support by all the System Company teams, to PANAVIA's own ground and flight trials
programmes.

The overall task thus encompasses:

- system, sub-system and equipment design and development

- software design and development

- system, sub-system and equipment integration, ground and flight test

- programme management and control

- documentation and training

- provision of development and in-service test equipment.

It will be appreciated that the development task, which started in January 1969, has been conducted
in a challenging environment. The requirements of international collaboration and worksharing, the
large number of organisations and companies involved, the geographical separation coupled with the need
for good communications and the pressures of timescale and cost have all brought their attendant problems.
It has been necessary throughout to invent and introduce management procedures specifically adapted to

the project to overcome such problems.

1.2 The TORNADO Avionic System and Computing Sub-system Hardware/Software

1.2.1 The Avionics System

Within the Weapon System a number of major functions are carried out by the Avionics System.
These functional areas and the interface with the Weapon System are illustrated in Fig. 2. Three areas,
Navigation, Weapon Delivery and Automatic Flight Control, are closely integrated and are particularly
influenced by the requirements of the critical mission phases. These critical requirements are:

- low level, highspeed flight

first pass acquisition of targets

- accurate weapon delivery

The system must, in addition to satisfying these critical requirements, provide communication6
and other facilities to enable TORNADO to operate within NATO and National frameworks. Its detailed
design must be such that there is an acceptable workload for aircrew, in operation, and for groundcrew
in supporting and maintaining the aircraft. The range of avionics tasks carried out under the broad
headings of Fig. 2 is listed in Fig. 3.

1. 2.2 The Computing Sub-system

a) Hardware

Navigation, Weapon Delivery and Display calculations are carried out in the Comput,ng Sub-

system. This sub-system provides a service facility to the Navigation, Weapon Aiming,

Displays and Controls sub-systems essentially of integration of sensors, automatic and
manual moding and control of the system and concise display of data to the pilot and navigator.
The sub-system comprises three primary equipments, the Main Computer and two Interface
Units and communicates with some 37 other equipments ranging from control panels to
tactical sensors largely using a digital data transmission system,

The Main Computer

The Main Computer, the LITEF Spirit 3, is a stored program digital computer with
two independent programming levels, multiple arithmetic and index registers, large

instruction repertoire, single address working, parallel operation and a priority6 - interrupt system
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The Interface Units

The Interface Units are provided to service the pilot's and navigator's cockpits since
digital interfacing at control panels was not cost effective. These units provide

conversion of data and switch signals from analogue to digital and vice versa.

Data Transmission

The TORNADO digital data transmission system was chosen primarily to offer high

noise immunity and stability, flexibility to accommodate varying signal types and
significant reduction in aircraft wiring due to multiplexing. A standard format is

employed for digital data transfers on TORNADO and each equipment interfacing with
the system performs the necessary data conversions internally. A transmission link

is provided for each data transmission path between equipments.

b) Softwaie

The program in the Main Computer carries out the following basic tasks:

- processing of Vertical and Horizontal Navigation Data from the basic sensors operating

in four integrated modes of Navi.,ation. Incorporation of Position Fixing Data

- calculation of lateral stef. Ing demands against a stored automatic flight plan or against

a route manually entered during flight

- automatic and manual moding of the navigation and fixing sensor control and associated
calculations

- calculation of pointing angles for the tactical sensors and processing of the angle,

range and height data from these sensors

- calculation of ballistic trajectory of bombs for accurate Weapon Aiming

- calculation of lateral steering demands for an automatic attack on a target

- generation of release cues for automatic weapon release

- concise display of Navigation, Fixing and Weapon Aiming data to the Pilot and Navigator.

These tasks present considerably varying demands on the flight program from logical decision
making for moding to complex trigonometrical calculations for fixing. Additionally, these

tasks have to be performed at varying iteration rates from 0, 1 Hz for some of the navigation
calculations to 50 Hz for sensor stabilisation and ballistic calculations. In addition to the

Operational Flight Program an External Ground Test Program is being developed. This
program which is loaded in place of the operational program provides the groundcrew with

extensive facilities for diagnostic and checkout tests on the installed system.

1. 3 TORNADO Software and its Relation to the Avionic Development Programme

The approach in testing is aimed at providing progressive and increasing confidence in the avionics
system prior to flight trials in TORNADO prototypes. Avionics system and software development is

thus undertaken in a series of successive test stages of increasing scope and complexity as indicated in

the outline avionics programme shown in Fig. 4.

- Stage 1

At Stage 1 a rig facility is utilised which permits individual software items to be checked on

computers as soon as they are written and before they are tried out with other parts of the
avionics system.

Stage 2

At Stage 2 the ground test rigs provide the prime facilities for the avionics equipment and

system integration and are the first stage where representative avionics equipments are

brought together, and also combined with the software. The Stage 2 rigs are supported by

additional computers which are used for data acquisition and replay, for open loop testing

(stimulation) and for closed loop work (simulation). The avionics system can thus be
exercised in a dynamic manner as far as is possible on the ground.

- Stage 3

There is a need, however, for more representative dynamic testing of both hardware and

software at an early stage. Sensors such as Radar and IN cannot be fully tested on the
ground therefore Stage 3 of the development comprises flight testing of the avionics in

specially equipped Buccaneer flying test-bed aircraft. The advantage of using these aircraft
are that they have well-proven airframe and engines thus permitting concentration on avionics
problems; and that they can be fitted with comprehensive flight test instrumentation specially

for avionics. This instrumentation includes high-data-rate recording of digital and
analogue signals as well as a variety of photographic data.
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Stage 4

The avionics system itself needs to be integrated with other aircraft systems such as the
electrical power generation and distribution system. This is carried out on Stage 4 ground
test rigs which are also used to assist in solving problems first found in TORNADO flight
trials.

Stage 5

The final stage of avionics developa.ent testing is on the TORNADO prototypes.

Of the nine prototype TORNADO aircraft three are leing used extensively for avionics testing.
The avionics system is also being evaluated by the Official Test Centres on the pre-production aircraft.
This sequence of the main stages of avionics integration and testing is also shown in Fig. 5. The total
programme of avionics system work is extensive and is shared between many test sites. Proper planning,
co-ordination and assessment are therefore essential together with 'feedback' from trials into design.

2. SOFTWARE DEVELOPMENT FOR RELIABILITY AND MAINTAINABILITY

Having established the background and environment, the phases in the development of TORNADO

software may be examined in more detail to ascertain how attention was given to software reliability and
maintainability objectives and quality assurance requirements. The essential phases are:

- software definition

- software writing

- software testing

- software delivery

2.1 Software Definition

The software definition phase involved:

- the preparation of software requirement documentation correlated with the overall avionic
system design requirements

- relation of software development to the key events in the development of the total avionic
system.

2. 1. 1 System and Software Specification

Successful development of any avionics system, comprising both hardware and software, requires
close liaison between the major contractors and the customer throughout all phases. The Design
Specifications are an essential vehicle for this liaison and the standard, definition and degree of attention
paid to such documentation bears significantly on the effectiveness of the liaison to agree an adequate

system definition. The application of formal design documentation standards, from the early stages of
design, will enable a more thorough understanding of the system hardware and software by both the
customer and contractor. It will also enable some of the inevitable design deficiencies to be identified
early and corrected. The system, hardware and software, is defined by a series of specifications.
At the highest level they define the general organisation and performance characteristics from which
lower, more detailed levels, are defined. At the lowest level these specifications will define individual

components of a specific equipment. The source of the various documents and the timescales over which
they are produced varies according to the specific level, however the format and hierarchy of thc levels
ensure a consistent and compatible set at an early stage.

Experience, in the TORNADO programme, has shown the benefit to be gained from such emphasis

on full documentation of the design from the outset. Insistence on detailed and in-depth documentation
helped to ensure the application of common engineering standards by all project participants. Detailed
attention to interface specifications, particularly that for the data transmission system, certainly reduced

the number of problems arising in development. The avionic system design documentation structure is

shown in Fig. 6 and will be described further to show the place of software definition documentation therein.

The basic requirements document for the Avionics System, the "Performance and Design Require-
ment" (PDR), is issued by NAMMA after agreement by the Nations and forms an Annex to the PANAVIA/

EASAMS Development Contract. The PDR is the highest level document. The documentation, prepared
by the avionic teams, at the lower levels are summarised below.

a) System and Sub-system

The expansion of the PDR into a set of definitive documents at sub-system level is formally
contained in a set of "Sub-system Specifications" which have been prepared by the CDMT and
are maintained by CDMT throughout the development phase. The sub-system specifications
detail for each sub-system, the component parts of the sub-system, both hardware and soft-
ware. They define the structure and external interface of the sub-system and identify the

major characteristics of the equipment comprising the sub-system including function, interface,
performance, safety, reliability and maintainability.
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The sub-system specifications have been used as the vehicle for defining and agreeing the
detail system functions, performance and architecture with NAMMA throughout development.
Initially the sub-system specifications defined operationally visible functions and system
performance during the initial Feasibility Phase. During Development they have been pro-
gressively extended until they have become the baseline for the sub-system operation and
performance against which the actual sub-system performance is now being measured.

b) General Applicability Specifications

There are a number of aspects of equipment design which are common for every equipment
installed in the system. These aspects include environment, installation build standards
and general standards and general quality requirements. Whilst comprehensive sets of
Government standards already exist for equipment design it was necessary to choose from the
options provided in these standards those which were applicable to the project. These aspects
were all referenced in an Equipment Model Specification which was drawn up as one of the

initial tasks of Project Definition. The Equipment Model Specification includes aspects of a
general nature which are common to all equipments and provides a format within which the
specific technical requirements are defined to provide each individual specification.

c) Equipment Specifications

Equipment Specifications took their requirements for facilities, accuracy and interface from
the relevant sub-system specification. Initially they defined the technical requirements to a
level sufficient for tendering. After the vendor was selected however, the specification
became the contractual technical definition of the equipment, to be procured initially for
Development and finally for Production. All equipment specifications follow the same format
as defined by the Equipment Model Specification.

d) Software Requirements

Software falls into two basic categories; dedicated to a specific equipment process and general
system software. Dedicated software (firmware) is part of an equipment process and as such
is embedded into the design for that equipment. In general it is not specified separately at a
sub-system level but is covered in the characteristics and performance requirements detailed
in the equipment specification for that equipment. This software is often proprietary to an
equipment manufacturer and it is the responsibility of the equipment manufacturer to specify,
design, test and maintain the programs. The system software, within the main computer, is
defined in a series of Software Requirement documents. These are equivalent, on the soft-
ware side, to the equipment specifications.

The Software Requirements identify all the operational requirements of the program by
defining the logical and mathematical tasks to be carried out. The breakdown of the total
software definition into a series of software requirements is based on identifying manageable

system functions which can be assigned a design task. The structure of the final programs,
however, may not necessarily reflect one by one the breakdown of the software requirements
although they will be very similar. The Software Requirements are prepared in accordance
with a defined standard, to ensure a common format and depth of treatment and cover the
following items:

- the scope of the requirement

- other related and appl-cable documents including sub-system and equipment specifications

- a description of the system function covered by the requirement and its relationship to
other software requirements

- a functional description of the software task covering all tasks to be undertaken listed in
a logical sequence. This will include descriptions of crew actions and switch functions
and use of control and status signals defining software modes. All calculations
necessary to achieve the desired transfer characteristic will be detailed. The program
iteration rate accuracies and priorities will also be defined.

The Software Requirements also contain two annexes where appropriate; one, called the Logic
and Equation Development (LED) Annex, containing derivations from first principles of
calculations in the requirement, the other, called the Outline Test Requirements Annex, giving
recommended methods to be used for testing various functions in the requirement at Stages 1
and 2. Throughout development procedures have been applied to control changes to Software
Requirements as well as other documentation defining the system. A Software Requirement

Change Request may be formally raised by any group or establishment involved in design,
development and rig and flight testing of software. The Request will contain full details of
the proposed change for assessment purposes. During processing the Change Request may
change status to a fully defined Software Requirement Change Instruction. All Change Requests
are forwarded to the CDMT for configuration control and design assessment purposes. The
feasibility of the Change is checked and hardware and other software dependencies examined
and associated documentation raised if required. The IST will also examine the Change for
impact on the associated program if and when it is implemented. The Requests may affect
overall system design and operation and are also submitted to PANAVIA for comment. Once
the Change Request has been authorised all affected documentation is updated including such
items as sub-system and equipment specifications and test procedures. At this stage an
authorised Software Requirement Change Request is also treated as an agreed Program Change
Request and is implemented accordingly.
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e) Supporting Specifications and Documents

During development a number of supporting documents must be produced to cover items at
sub-system level and below not specifically covered in the main line documentation. Amongst
these the most important, from the viewpoint of software development, is the Interface
Control Document which lists all equipment interface data.

2.1.2 Basic Program Definition

In order to simplify the development and testing of the software and to facilitate progressive testing
of the system, the software has been divided into a number of separate operational flight programs
(called 'series"); each series being an extension of the previous one in that additional system functions
are added. The functions contained within each software series were as follows:

Software Series 1 (SS1) Basic Navigation
Flight Trials Display and Recording

SS 2 Extended Navigation and associated modes
Display of Basic System Data
Flight Trials Display and Recording

SS 3/4 Full Navigation
En-route Steering
Position Fixing
Extension of Display Capability
Flight Trials Display and Recording

SS 5 Full Navigation
En-route Steering
Position Fixing
Weapon Aiming - Basic Modes
Attack Steering
Full Display Capability
System Check or Flight Trials Display and Recording

SS 6 As for SS 5 but with full Weapon Aiming and final incorporation of
modifications from flight trials.

For each of the above software series the CDMT prepared a so-called "Design Data Set" which
served as the baseline for the software writing task undertaken by the IST. The Data Set specified the
following items:

- the avionic system functions to be covered in the software series

- the applicable Software Requirements and agreed associated amendments and change requests

- the applicable issue of the Interface Control Document

- related Sub-system Specifications

- items to be delivered by the IST for the software test phase

- differences between equipment development standards which may affect software.

2.2 Software Writing

In order to undertake the software writing task it is necessary to:

- define the structure of the programs

- define rules for program preparation in detail

- prepare documentation describing the programs.

The degree of effort applied to these aspects relates directly to software reliability and has an even
greater impact on software maintenance.

2. 2. 1 Program Structure

a) General considerations

Structuring programs for avionics systems requires careful consideration of the trade-offs
between store usage, time loading and ease of program modification and system maintenance.
In this work the architecture of the computer has a significant effect on the organisation of the
program. The major influences are:

- interrupt organisation

- method of addressing store

- word length

- instruction repertoire
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Since the program has to run at varying iteration levels and invoke specific functions accord-
ing to the system moding, it is necessary to have a program routine which acts as a super-
visor over the control of the individual program modules. This program is obviously an
overhead in both time and store requirements which must be kept to a minimum consistent
with reasonable flexibility. This is particularly important to the customer since a supervisor
which imposes a large number of interface requirements on the program modules it controls
would make program modification extremely difficult to implement with any confidence without
a highly detailed knowledge of tie complete program.

b) Major Program Components

The program is broken down into four major components:
- task packages

- common sub routines

program data base

- supervisor

which are organised as shown in Fig. 7. These are briefly described below:

Task Packages - These are the main program modules and their breakdown is deter-
mined principally by function and iteration rate. Packages are

activated by the supervisor at their required frequency and all
communication between packages is achieved via the data base.

Common Sub routines - when a number of packages require a similar calculation the routine
for this calculation is common. Access to the common sub routine

is achieved via the data base.

Program Data Base - the data base comprises all non-code storage used by the program
and covers the following areas:

input/output areas

- work store

- computer variables

- constants

- link points

Supervisor - the supervisor provides the overall control of the prograns and is

itself activated by the interrupt from the real time-clock. The most
important routine in the supervisor is the Package Scheduler. All
task packages are activated in a predefined sequence and the task of
the scheduler is to define the sequence at the start of any one program

cycle of the packages to be entered during the cycle. When a pack-
age has been completed it returns to the scheduler which activates the
next package in sequence. In addition it controls the following:

- interruption of lower priority packages by higher ones

allocation of work store areas which are shared between
packages at the same iteration rate

- selective activation and de-activation of packages according to

instructions from other packages.

c) Package Organisation

All packages are entered from the scheduler and the order of entry depends on the package
iteration rate and the logical dependency within the program. Packages iterated at a high
rate are:

navigation moding and velocity calculation

fixing and weapon aiming, moding and status

fixing and weapon aiming calculations

pilot display drive

Packages iterated at a medium rate are:

- steering

Packages iterated at a low rate are:

- navigator display control handling

- pre-smoothing for optimum filtering for navigation

- navigators display moding, drive calculation and output



r

Optimum Filtering Package are iterated at even lower rates. Finally, a Main Computer
self check is carried out as a background task in the remaining spare time. The organisation
of the software packages is shown in Fig. 8.

2. 2. 2 Rules for Program Preparation

A Programming Guide, prepared by the IST, is provided to all programmers in the Team using the
LITEF Spirit 3 Assembler Language for TORNAI)O Main Computer programs. Specific references are
given, throughout the document, to the requirements for the Operational Flight Program but the under-
lying principles, providing an engineering discipline for software development, are applicable for all
main computer programs produced by the IST. The guide details program construction, components ano
constraints and how hardware interrupts and program level facilities are to be used.

Programming standards are given with special regard to the appearance and usefulness of the source
code listings, which will be the prime source of information for programmers later responsible for the
maintenance of main computer programs produced by the IST, Interface requireulents between program
sections are defined and the use of the Assembler is also covered in the Programming Guide.
Programmers involved in preparation of operational flight programs will thus use the guide as a basic
information standard together with the Design Data Set for the applicable program (software series)
defining all the data on which the program is to be based.

The importance of the source code listings cannot be over emphasised when considering future
maintenance activities. Every effort has to be made to ensure that the source listings are regarded as
the most reliable document produced by the IST. Reliability in this area means that these documents
reflect the current state of a particular program more accurately and in more detail than any other
documents produced by the IST. They are, by definition, the most up-to-date type of documentation
because they are automatically produced by the updating process. In order that all the information
necessary for the support and maintenance of a program can be incorporated into the source listings in a
logical and standardised manner the IST are required to adhere to requirements contained in the Program-
ming Guide when creating a new source list or updating an existing one. The source line format is fully
defined. Great importance is attached to adequate comment in the listings. It is required that all coding
is fully commented to convey the global role of an instruction and not simply a literal translation of the
instruction into English. In general this will consist of a comment per line of code. However, if a
particularly difficult, obscure or elegant instruction sequence is used a paragraph of comment is required
to precede the section of code. All sequences of code are broken down into small functional sections
which are preceded by a paragraph of comment giving a brief title to the section and, if appropriate
giving the name of the responsible programmer, a reference to the applicable SWR, a reference to the
applicable software specification and a list of applicable Software Requirement Change Requests.
Because of their importance source code listings are subjected to quality assurance audit to ensure they
conform to the requirements.

2. 2. 3 Program Documentation

The purpose of the development program documentation is two-fold. Firstly,to provide inform-
ation to all programmers to ensure that software packages are compatible, to enable programmers at
test sites to make rapid modifications and to provide a better understanding of the avionic system to test
engineers and aircrew. Secondly, to provide a foundation on which the in-service user technical
publications can be based for later program maintenance purposes. The development documentation is
organised on three levels of progressively increasing detail. The documents corresponding to these
levels are program specifications, package specification and flow charts and source code listings. The
organisation of the documeihtation is shown in Fig. 9.

The program specification, based on the Software Requirements, describes the prograr components,
packages and sub routines, specifies the program data base and input/output area and defines the functions
of the scheduler. The package specification, is also based on the Software Requirements and is task
orientated. The package internal structure, routines, sub routines and interfaces are all defined. The
requirements for flow charts and source code listings are covered in the programming guide. The aim
has been to conduct the program and package software writing task in parallel with the preparation of
program documentation. The two tasks should run together.

2.3 Software Testing

The progressive approach to software testing, within the overall avionics development programme,
has been outlined in section 1. 4 and is examined in more detail here.

In order to define and control the testing of software on the various rigs a documentation system
has been evolved which specifies the tests to be carried out and defines the test methods according to the
rig facilities on which the tests are to be run. While a program is being written by the IST programmers
the design engineers in the CDMT are defining and developing test methods as an independent check.
When the program is handed over to Stage 2 for proving (i. e. checking for satisfactory operation with
prime equipment) tests are developed in detail and Test Specifications and Procedures brought to a state
to enable formal software tests to be made. After the formal tests have been made, prior to formal
release of a program for delivery to flight trials sites, a statement of the standard of the program is made,
based on the completed test procedure, in the technical description delivered with the progran.
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2. ). 1 Test Stages

2.3.1. 1 Stage 1

The major function of Stage 1 is to provide a working environment for the IST to develop and test
programs. Testing takes place in three phases.

Phase 1 - Testing of individual program modules

Phase 2 - Initial integration of a Software Series

Phase 3 - Final integration and complete program testing.

The facilities to achieve this are provided by two rigs - Stage 1A and Stage lB. Stage 1A
principally provides facilities for assembly, compiling, editing and debugging of the software. Stage IA
is a commercial facility, a SIEMENS 4004, with disc and magnetic tape backing storage and with line-
printer, Visual display unit, card input/output and paper tape input/output as shown in Fig. 10.

Two main programs operate in the Stage IA computer:

- the Assembler and

- the Emulator.

The Assembler accepts the main computer assembly code card decks and generates object code
paper tape form suitable for loading into the main computer.

The Emulator program provides a software model of the Spirit 3 instruction repertoire on which
programs are initially run. The Emulator accepts either object code card decks output from the
Assembler or paper tape and generates trace outputs as specified by the control cards. In addition the
emulator generates a paper tape binary version of the loaded program suitable for direct loading into the
main computer.

Stage IB provides an environment in which the real time aspects can be checked in a Spirit 3

computer but without the complications of a full avionic equipment rig. By testing programs on this rig
greater confidence can be gained in the software before it reaches Stage 2. Problems arising at Stage 2
which are directly attributable to the software will be fed back to the IST for investigation at Stage 1B.
The Stage 1B rig comprises the main computer and necessary peripherals together with the essential
Navigators Displays and Controls. Stage 1B is supported by an external computer facility based on a
PDP 11/40 which both stimulates and monitors the programs running in the main computer and provides
facilities for open loop simulation. When stimulating the Stage lB rig dynamically the PDP 11/40 will
use data recorded on magnetic tape resulting from the processing of avionic system computer models
provided by the CDMT. The resulting performance of the operational flight program will be compared
with the predicted performance of the program derived from the models.

2.3.1.2 Stage 2

The Stage 2 rigs provide facilities for avionic equipment and software integration and were the first
stage where the software and hardware were brought together. Due to the high workload and compressed

timescale two Stage 2 rigs, one at EASAMS and one at ESG have been initially operated in parallel with

each other taking the lead in a different sub system area. The workload has now decreased to a level
requiring only one Stage 2 rig. The EASAMS rig has now been closed and the remaining system and

software development task has been transferred to the rig at ESG, now operated by the International Rig
Team (IRT) staffed by EASAMS, ESG and SIA.

A "bird's-eye view" of typical rig layout is shown in Fig. 11. Equipments were integrated into the
rigs in a planned sequence. Control of the standard of equipment integration was by testing against

defined procedures starting with single equipments and continuing through a controlled build up to an
integrated group which is used for testing a particular software series.

The following prime equipments are used on Stage 2 for software and system testing:

- Main Computer
- Navigators Displays and Controls
- Navigation Sensors
- Pilots Displays and Controls
- Flight Control Equipment
- Forward Looking Sensors

The equipments are provided with supplier's special-to-type test equipment (STTE). The STTE
Logether with standard laboratory test equipnent was used initially for 'on arri al' testing and for control
and monitoring of equipment functions during hardware testing. Each Stage 2 rig was also supported by
an external computing facility which comprises a PDP 11/40 digital computer, a data interface unit and
an analogue computer. At ESG this facility is shared between Stages lB and 2. The facility is used for
data acquisition and replay, for open loop testing and for closed loop work as shown in Fig. 12. For
closed loop work simple models of the aircraft control syolcm and aerodynamics are used to enable soft-
ware and system functioning to be examined in a reasonably representative dynamic environment.
Facilities are provided for driving the basic and forward looking sensor equipments (downstream of r. f.

and inertial elements) so that operation of Main Computer software can be checked with data which have
the characteristics appropriate to the outputs fromi the data processing elements of sensor equipments.



2.3 1.3 Stage 3

Stage 3 flight trials are essentially concerned with the flight development of forward looking
sensors and the Navigation and Weapon Aiming sub-systems. Responsibility for planning and conducting
the trials rests with the CDMT. The concept behind the Stage 3 program is to expose the Avionics

System to the critical high-speed low-level sub-sonic flight regimes which will be experienced in
TORNADO at an early stage in the system development.

Stage 3 provides the first opportunity to conduct airborne trials of the integrated sub-system and
thus problems associated with software operation under dynamic condition will be revealed leading to
recommendations for both hardware and software modifications as necessary. A Bench Harness at
Stage 3 provides a facility for exercising software on the ground in the TORNAI J avionics system
configuration as flown in the Buccaneer aircraft. Facilities include test equipment for acceptance and
maintenance and for limited manual stimulation to establish an integration standard (software and hard-
ware). The Buccaneer nircraft is fully instrumented, as shown in Fig. 13, to record the performance
of the hardware and software within the flight envelope of the aircraft. The test flights are also carried
out over instrumented ranges and the resultb from both the range and aircraft instrumentation are then

transferred to the ground replay and analysis system for subsequent processing. The Stage 3 ground
replay and analysis system provides 'quick look' facilities for the 'on site' decisions by the trials team
and collates and formats data for detailed performance analysis by the CDMT.

2. 3. 1.4 Stage 4

Stage 4 rigs, at the aircraft companies, provide a logical continuation of the hardware and soft-
ware integration tests performed during Stage 2 activities. The emphasis is on integration with the
aircraft itself and includes equipment checks on installation, cooling and aircraft power supplies. Further
tests are conducted with both hardware and software the ultimate objective being to achieve clearance

for flight.

2. 3.1.5 Stage 5

Stage 5 flight trials are aimed at proving the entire avionic system in the TORNADO itself and
achieving operational clearance. At Stage 5 software testing is not conducted in isolation but occurs as
part of each trial of the avionic system. At both Stage 4 and 5 queries and problems attributed to soft-
ware are handled through the same procedures developed for Stages 2 and 3.

2. 3. 2 Control of Testing

Tests must be both visible and repeatable. Tests therefore must be completely documented and
recorded. It also means that tte status of a software series and the status of the rig equipment must be

compatible and completely identified so that problems arising from an integration test can be returned
and investigation repeated.

Three series of test documents have been produced during the software development programme.
These are:

Outline Test Requirements (Annex to the Software Requirement)

Software Test Specifications

Software Test Procedures

A Software Test Specification is produced for each software series from which software test

procedures are produced for each rig and test site. Procedures have also been devised for the manage-
ment and control of software queries, errors and program changes. Fig. 14 shows the overall flow of
software development testing .nd covers the relationship, described in this section, between the test
documentation, the control procedures and the test activities. A hardware 'software compatiLlity
matrix is also maintained for the test sites.

2. 3. 2. 1 Outline Test Requirements

The Outline Test Requirements are produced by the CDMT. (enerally these are produced by
the authors of the Software Requirements and lay down in general terms the testb to be carried out on the
software to establish its effectiveness. Only general attention is given to test facilities since specific
tests are tailored to the individual rigs by the Test Procedures. These Outline Test Requirements form
the basis of the test specifications.

2. 3. 2. 2 Software Test Specification

The Software Test Specifications define the tests to be performed on a particular Software
Series at all stages. These specifications list the parameters to be tested, together with their values
-'nd ranges and the expected results under the defined conditions are tabulated. The basic requirements
of the Software Test Specifications are then included in the Functional Test Procedures for Stage 1B
and Stage 2 and in the Flight Test Procedures for Stage 3.

Software Test Specifications are produced by the CDMT. Initial definition of the specification
will be taken from the Outline Test Requirements produced by the authors of the Software Requirements

Data derived from CDMT studies will be used to point to areas where problems are likely to arise and
results from system performance simulations will be used to check main computer program results.
The Software Test Specification (and Procedures) will be arranged so that the simple most fundamental
tasks are carried out first ir. order to progressively increase confidence in the program. The following

WE levels of test are defined in the Software Test Specification:
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a) Routine Tests

Initial tests on software are designed to establish that the programr has entered store
correctly and will cycle without fault warnrings being indicated.

b) Static Tests

The program logic is checked to establish that all modes specified in the Software Requir e-
ments can be entered correctly. For this purpose all acceptable and obviously unaccept-

able key actions and orders of operation which are effectively different, are checked.
Static input values are set to exercise the prolgran in each mode and the relevant results
are tabulated.

c) Open-Loop

Input parameters are varied manually or automatically, initially without any particular
attempt to be representative of true system va)ues to establish the behaviour of the program.
Subsequently, long term tests with static or limited dynamic inputs are carried out to

determine equatio, stability, error build up and system lags. Predictable worst case as
well as typical values are used to establish that the program will operate with unfavourable

input conditions.

d) Closed-Loop Tests

Limited closed loop dynamic tests are carried out to gain the naximum confidence in the
software prior to flight tests. The complexity of tile closed-loop testing is determined by
the sophistication of the rig facilities and the time available for testing. A practical
example of closed-loop testing is the closing of Lhe azimuth loop for steering and limited
weapon aiming checks.

e) Flight Tests

The final stages in software/system development are the flight tests, firstly at Stage 3 in
the Puccaneer and then in the prototype series TORNADO aircraft at Stage 5. During
these stages specific software checks are not defined but the functional performance of the
avionic system will be established with due regard to the contribution of software. A
number of areas within the software will ob- iously not be fully checked until flight testing
commences since it is only possible to close all loops when the equipment is under dynamic
conditions.

2.3. 2.3 Software Test Procedures

Software Test Procedures are produced for each rig and are based on the tests defined in the
Software Test Specification. These procedures are tailored to the facilities available on the parti,ular
rigs and provide step by step instructions to the operatnr. All tests specified in the Test Procedures
are designed to be repeatable. The layout of Test Procedures enables the set-up p. ocedure, expected
result and observed result to be tabulated together on one page. The Software Test Procedures are used
for reporting the results of software tests and are signed by the appropriate inspection and quality

assurance authority.

a) Stage 1B Software Test Procedure

The Software Test Procedures for Stage 1B are produced by the IST in conjunction with the
CDMT. Formal acceptance of the tests carried out on Stage 1B is not required since the
software is not considered accepted until it has been run on Stage 2 against the Stage 2 Test
Procedures. Stage lB however, is the first rig on which an integrated test procedure wI
be run and as a consequence some 'debugging' of the test specification and procedure will
be necessary. By carrying out this activity on Stage 1B the program, when tested on
Stage 2,.should have had the more obvious misconceptions in either the software or the test
procedure filtered out.

b) Stage 2 Software Test Procedure

The Software Test Procedure for Stage 2 is produced by the CDMT in conjunction with the
IST and Stage 2 personnel. Experience gained in using the test procedures for Stage 1B
is reflected in Stage 2 Software Test Procedures and the tests are expanded to accommoda, e
the additional facilities available in the Stage 2 rigs. Testing on Stage 2 of the software
functions is divided into two sections - Software Proving and System Function Testing.

Software Proving

Software Proving commences when a particular software series is delivered to the
Stage 2 rigs. A period of 3 to 5 months is allocated on the rigs for this exercise, the
length of time being dependent on the particular software series under test. Tests at
this stage are against the Stage 2 Software Test Procedures, during which clearange of
queries and program will cont;nue, culminating in a formal test against the Procedures.
Completion of a formal test marks the milestone of formal delivery of that particular

software series to Stage 3 and 4.



System Function Testing

This phase of testing is not aimed primar;ly at software but at the overall system
operation combining software and hardware as an integrated system. Thus, with the
increasing complexity of tests, software testing will merge with the system function
tests. A number of tests are run prior to certain flight trials using test conditions

representative, as far as possible, of a planned flight profile. The data for setting
these test conditions is provided by the CDMT from outputs derived from the avionic
system computer models. The primary object is to avoid abortive flight trials due
to a system anomaly which could have been established on the ground.

c) Stage 3 Flight Test Procedure

Flight trials are undertaken against a Flight Test Procedure. This procedure will again

embody test requirements and profiles which have been specified by the CDMT. The
detailed versions of these procedures will be prepared by the CDMT Stage 3 team taking
account of the restriction of the ranges and aircraft available. The contribution of soft-
ware to flight performance is checked by testing integrated functions within the avionics

system. Particular manoeuvres in trials may be designed to exercise the particular
elements of the system including software function.

Prior to equipment being installed on the aircraft an initial integration of the hardware is

carried out on Stage 3 bench harness. Similarly software is also exercised on this facility
since it is the first time it will have been tested with flight standard equipment. Test
Procedures will be laid down for this exercise and will be tailored according to the
facilities for stimulation available on the bench harness. These tests will be based on the
earlier tests carried out during the software proving exercise on Stage 2.

d) Stage 4 Test Procedures

Procedures, produced by the aircraft companies, are designed and used to test the software
for flight clearance purposes. The objective will be to ensure the software is safe to fly
and that meaningful results will be obtained from flight trials.

e) Stage 5 Test Procedures

Procedures for TORNADO flight trials, produced by the aircraft companies, as for Stage 3
are not designed to test software in isolation from hardware. The objective is to progress-
ively test the Weapon System as a whole and achieve operational clearance.

2. 3. 2. 4 Procedures for Handling Software Queries and Program Changes Arising during Testing

In any extensive software development programme, as in the TORNADO project, early establish-
ment of procedures for the management and control of software queries, errors and change is essential.
Specific procedures have been defined for:

- the control of software queries

- the control of program changes

- the control of changes to software requirements

The first of these procedures, that for software queries, may require one of the other two
procedures to be invoked as dictated by the answer to the software query. The purpose of the software
query procedure is to identify and record software problems, together with their solutions, encountered
at the IST, CDMT or any other flight test site or rig establishment. The initiator of a query is required
to complete a form in accordance with the rules of the procedure and forward it to the IST representative
at the site; or directly to the IST who are responsible for recording and co-ordinating all software
queries as they are received from the test sites. The CDMT and IST will jointly investigate queries.
Solutions generally fall into the following categories:

- operator error due to misunderstanding of system procedures or status. In such

cases a full explanation is entered on the query form and the query is cancelled.

- further investigation required on-site. The originator is required to provide more
information

- hardware/software incompatibility which cannot be rectified by software change

- program change required

- software requirement change required

- procedural change required.

In all cases once a solution to a software query has been agreed and validated it is copied to all

test sites. The purpose of the program change procedure is to enable control of software changes and
corrections to programs.

All test sites, the CDMT and the iST may raise change requests for programs that have been

officially issued by the IST. A program change, once agreed and validated, may also ,iecessitate a
software requirement change. As in the case of queries the initiator of a program chai,e completes a
form in accordance with the rules of the procedure and sends it to the IST, with copies to all test sites
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and to the CI)NIT, for assessmrent. The 'I)MT arnd IST will assess the request for system design and
software aspects 'espectively and if necessary may returr. the change request to the initiating site for
further appraisal. The next step is for tire IST to pr)grani the change and test it at the initiating site
and also to issue the change, on a provisional basis, to all other sites. Once the program change has
been checked as satisfactory, clearance of tile program change tape is given by the is'r to all test sites.

2.4 Software I)elivery

Once a satisfactory level of testing has been achieved at Stage 2 "advanced" delivery of programs is
made to Stage 3 ard to tire aircraft companies for further testing at Stages 4 and 5. Advanced delivery
from Stage 2, prior to the programme milestone of formal delivery, enables an earlier start to be made
in program testing at the later stages and permits the development programme impetus to be maintained.

Formal delivery of software involves the following steps, all of which contribute to the quality of
the programs and hence their ultimate reliability and maintainability. The steps are:

- formal testing of the program against a validated test procedure under quality assurance
inspection conditions

- preparation and identification of program material for delivery in accordance with defined
procedures

- preparation of associated prograni documentation

- certified release of tire program

- storage of master program material in protected conditions

2.4. 1 FormalTesting under Quality Assurance Conditions

The object of formal testing of programs and program changes under inspection conditions is to
ensure that the required comprehensive tests have been properly carried out and that statements of
program standard can be given. Such testing contributes directly to certified release of programs to
PANAVIA in accordance with quality requirements. A formal test of this kind i conducted at the end of
the test phase at Stage 2 when the technical specialists are satisfied that the program is as free as
possible of errors and that the test procedures are sufficiently comprehensive. The timing of formal
testing is also constrained by the requirements of the overall avionics development programme.

On notification that formal testing can commence quality assurance representatives will:

- ensure that the program test procedure has been agreed by the appropriate technical

authority

- check the program status, test software status and rig equipment and configuration status

- witness the conduct of the test formally recording all deviations and ensure that a test report
is prepared.

2.4. 2 Preparation and Identification of Deliverable Program Tapes

On completion of formal testing a master program tape is produced together with a master source
code listing. An official identification code is also allocated for deliverable versions of the program
tape. Prior to preparation of a deliverable tape the master tape is fully or partially analysed and
compared with the master listing to confirm that the correct master tape has been received. The
identification code is also punched on a separate tape. The identification tape and master code tapes
are then copied in a continuous sequence on Mylar tape to form a deliverable program tape. This tape
is then verified against the master tape to ensure the copy process is correct. Finally, a quality assur-
ance certificate is prepared to record and certify that the procedure has been followed.

2. 4. 3 Preparation of Associated Program Documentation

The deliverable program tape is accompanied by a Technical Description and a source code listing.
The Technical Description provides information such as the purpose and characteristics of the program,
references to applicable, documents, differences from previous issues, technical details and descriptions,
comments and restrictions for users, tests undertaken, deviations, concessions and requirements not
programmed, self check and fault diagnosis, preparation of input data tapes, tape loading order and all
outstanding software requirement change requests and software queries.

2. 4. 4 Certified Release of the Program

All deliverable program tapes are certified by quality assurance as being true copies of the master,
this being stamped on the tape heading. A release note accompanies all software deliveries and is used
to directly relate the deliverable program tape, the procedures used for the formal quality assurance
test, the technical description and the source listing.

2. 4. 5 Library Facilities

All master program tapes are stored under conditions designed to record and control their move-
ment, to ensure that all tapes are correctly identified and to protect all tapes from damage.
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3. SUMMARY AND CONCLUSIONS

The development of software for TORNADO started in depth in January 1972 after the initial
feasibility and definition studies had been completed. Stage 2 testing of software started in June 1973
with Software Series 1 and is still underway with testing of Software Series 6 (the initial production

standard) at this time. Stage 3 trials commenced in January 1974 followed by Stage 5 in April 1975.
Production software is now under test at all stages and is being evaluated by the users at their national

air test centres.

Over the development period the methods, standards and procedures described in Section 2 have
been evolved and applied. At this time, looking back over the programme, it is possible to identify key
features which contribute to software reliability and maintainability and to draw conclusions and make
recommendations under the following headings:

3.1 Management and Organisation

Key features:

- Early definition of organisation, responsibilities and work plans

- Early definition of operational procedures

- Involvement of the software user from the start

- Application of constructive quality assurance

- Good communications and adequate personal contact.

Close liaison between the software design team in the CDMT and the software programming team in
the IST would have been improved if both had been at one site but international worksharing requirements
prevented it. Geographical separation has been a problem.

Early establishment of procedures for definition, writing, modification, testing and issuing of
software is obviously necessary but management action is vital to ensure the procedures are available
before the results of the work. Of particular importance in this area is the development of associated
audit and quality assurance controls to ensure that standards are being followed and met and that the
product is subject to inspection.

Close liaison with the customer and user has been both essential and beneficial. Communication
with the customer, using the program definition documentation as a means, has helped to remove
misunderstandings and to get program specification correct. User representatives have been resident
with the CDMT and IST to participate in the software development programme and have formulated the
policy for in-service maintenance of software.

3. 2 Software Definition

Key features:

- Formal Software Definition Documentation keyed into the Avionic System Design Data Base

- Early definition of formal procedures to control software definition

- Breakdown of the software into "prototype" programs of increasing completeness and

complexity tied to overall avionics development objectives.

The Software Requirement documentation has generally proved satisfactory but the need for careful
validation and integration of the documents before programming started soon became evident. Specificat-

ions of this kind must be detailed and in-depth. Special note should be made of the fact that an author of
a Software Requirement has to attach an annex to it giving test recommendations. The object is to ensure
the production of testable requirements.

3. 3 Software Writing

Key features:

- Programs structured to enable precise specification of modules for coding purposes and
subsequent maintenance

- Early production of programming standards

- Production of program documentation in parallel with code

- Language for program implementation

Early production of programming standards contributes directly to reduction of errors, and hence
reliability but experience showed the value of continual review and the need to tighten standards in the
light of experience.

The Assembler program itself has been used to impose programming standards by placing
restrictions on allowable code. Further enhancements to the Assembler, for this purpose, will continue
to be developed.

,I
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Automation of program documentation, prepared whilst programs were being written, would have

brought forward its availability and hence increased its accuracy and is recommended for implementation.

The Host computer system used at Stage 1A must therefore be large enough to enable the documentation
to be held in the system together with the program.

From the program writing and maintainability viewpoint there would have been benefit in writing

programs in a high level language instead of Assembler but available computer store and time loading did
not permit this. As always the task expanded to fill and overflow the available store in spite of storage
increases, in the main computer, during the development programme.

Development delays have been reduced by ensuring that the programming team checks all programs

and documentation, prior to delivery, against defined test procedures and quality assurance requirements.
It is apparent, however, that errors can be detected early prior to testing by visual inspection of programs
by persons, other than the author, with good system and software knowledge. Inplemnentation of formal

visual inspection procedures is recommended.

3. 4 Software Testing

Key features:

- Software testing by the programming team, on a Host Computer (Stage 1A)

- Early testing on the operational main computer (Stage 1B)

- Early software integration with representative equipments (Stage 2)

- Early airborne testing (Stage 3)

- Further stages of test (Stages 4 and 5)

- Formulation of test procedures, at all stages, to check every testable path

- Production of test procedures by the system design team, rather than the programming team,

as an independent check

- Creation of a system to record and respond to all software queries arising at any test site.

The objective of the test philosophy followed in both the hardware and software development
programme has been the early detection of problems and errors. This has required substantial invest-
ment in both test hardware and test software as seen in Stages 1 and 3. The aim was to reduce avionics

testing on TORNADO, at Stage 5, to a proving exercise the essential development having been completed

in the earlier stages. This aim has been largely but not totally achieved. Testing at each stage, with
extension of facilities and with checks under dynamic conditions, revealed particular groups of problems
and errors. Basic program errors were detected at Stage 1. Errors associated with hardware/software
integration were detected at Stage 2 while most dynamic software system problems were not detected
until Stage 3 and Stage 5. The number of errors arising showed a downward trend as a software series

passed from one stage to the next but the error frequency generally rose to a peak at the commencement

of testing at each stage.

Consideration could be given to further extension of the capability of the Stage 1A and 1B test rig
used by the IST. Due to improvements in commercial Operating Systems more operator interactive
program testing may be performed on the commercial host computer at Stage IA. The programming

team would thus be able to undertake more extensive program testing than previously was the caae.

At Stage lB the external computer, linked to the main computer, could be enlarged to enable the simulat-
ion of avionic equipments by software. This is recommended because it enables more thorough testing
of programs before delivery to next stage users, makes the software testing more independent of hard-

ware availability and makes possible the simulation of different equipment modification states. The
latter is particularly valuable when software maintenance is performed centrally for sites with differing
configurations of equipment. Such improvements ir Stage 1 facilities would give the greatest benefit for

software implementation in a high level language.

Whilst initially program testing was based on manual operation of test procedures increased

emphasis is being given to automation of program testing. When a modification is introduced into a
program it is necessary to check that modified program remains totally correct by exercising all possible
test paths through it. Automation of such repetitive testing saves time and ensures its completeness.

In addition software has been developed to enable automation of test case construction to contribute
towards more rapid and reliable testing.

In a development programme such as TORNADO where software is directly under test, or under

test as part of the avionic system, at some seven sites in the participating countries the need for a well
defined software query and programme change control system cannot be stressed enough. Flexibility had
to be built in, to meet requirements as program testing spread out from Stage 1 through to Stage 5 in all
countries, and rapid response to keep pace with the development programme. The latter required
programming team representatives at some sites empowered to make changes to software immediately

on-site.
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3.5 Software Delivery

Key features:

- Formal test prior to delivery under quality assurance conditions

- Preparation and identification of program material for delivery under controlled conditions

- Certified release relating program material, test procedures, technical documentation and
source code listings.

The features listed above all directly contribute to definition of tests in the field and the relation-
ship of hardware and software. Careful control of these features is essential in order to relay
software queries back from the test sites to the central programming team in an identifiable manner.

3.6 Conclusions

We believe that the attention given to the key features, described in this paper, have contributed
to software reliability and maintainability in the TORNADO programme and we hope to continue to
improve and extend such features in the production and in-service phases.

On the basis of experience gained in TORNADO emphasis, in any future project, should be placed
on:

- Use of formal system description and high level languages

- Production of documentation covering all aspects of software definition, writing and testing

- Comprehensive testing as outlined in this paper

- Management and maintenance of a skilled programming team during the life of the project.
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DISCUSSION

A.Sukert, US
Of all of the different areas and features that you described, which area or areas do you feel had the biggest impact
on improving the reliability and maintainability of the TORNADO avionics software.

Author's Reply
Two features are regarded as having the most impact.

The first of these is early detection of errors. The test philosophy followed through stages I to 4 has enabled the
detection and correction of many software static and dynamic errors prior to development*. Flight trials involving
software development have therefore been less extensive.

The second feature has been the concentration on detailed documentation including software requirements, program
specifications, source code lists, program technical descriptions and extensive software test schedules and test result
reports.

* and flying in TORNADO.

W.Ehrenberger, Ge
(1) Obviously simulation of the software environment provided your major test method. Did you use other

test methods too?

(2) There are two possibilities of testing software from a completely statistical point of view, either (a) to test
the software completely, or (b) to provide all possible states of the environment with sufficient probability.
You obviously tried the latter. Do you have any quantitive feelings about the completeness of your test and

are you giving a probability figure for something arising during the operation which had not been previously
tested?

Author's Reply
(1) Yes, in the early stages many of the software requirements were themselves programed in a high-level

language to check the logic and computation capability and to provide test data for imput to the testing at
stage 2.

(2) It's very difficult to state quantitative figures. We have not taken any predictions or made measurements of
the kind that has been described. We ensure as far as possible that the test procedures used are extensive.
We make sure that all imput that can be made by the crew are checked.

I can't specify as regards a figure.

F.S.Stringer, UK
How has the visibility of software been arranged?

Can modifications be made in a way which will allow continued visibility despite complexity of the system?

Will the rig remain operational during the service life of the aircraft?

Author's Reply
Visibility of the effects of software has been ensured through the test procedure philosophy followed in the
project, especially at stage 2 where hardware and software are integrated together and the effect of software on

hardware can be seen.

All software modifications are fully tested at stage 2 to ensure that they themselves do not introduce further

errors. Repetitive testing is thus required and automation is being introduced to save time.

A stage 2 rig, or similar facility will be used to provide industrial software support during the production phase
and will be eventually replaced by software maintenance facilities, based on stage 2 hardware and software test
tools, operated by the service users during the in-service phase.

A.Andrews, UK
In view of the fact that TORNADO software impinges on flight safety (cf. Jaguar which does not) have any new
requirements been imposed for integrity?

Do you see such standards being laid down in the future?

Author's Reply
In TORNADO the -nain computer, and hence the software, are salety involved but not safety critical. While safety
requirements, as such, have not been imposed on the software, the safety requirements of critical systems (e.g.
terrain following) have required fail-safe design of the software and main computer.
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Safety standards for software must feature prominently in future avionic systems which will involve even more
distributed computing facilities and associated highway data transmission.

H.A.T.Timmers. Ne
(I ) Are redundancy techniques applied to the software, of the kind described by Mr Heiner in his paper NR 29

i.e. to get a solution via different approaches?

(2) Can you quote a figure which a reference to the cost of S/W development e.g. to the total A/C development
program?

Author's Reply
(1) Redundancy techniques are applied within the system but not within the software itself. Computer storage

and time loading has not permitted the approach suggested in the earlier paper.

(2) The results of cost analyses, that have been undertaken are not yet available and so a reliable estimate for
the cost of software development as a proportion of the overall avionic or aircraft development program
cannot be given. However, an impression can be gained from consideration of the resources employed in
development which included a software writing team of some 40 people, support by the central system
design team involving up to 20 people, provision of personnel and hardware at stage 2 and conducting of
tests, provision of staff, ground equipment, airborne instrumentation and Buccaneer aircraft at stage 3 and
conducting of trials and support to software tests at stages 4 and 5.
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INTEGRATED LOGISTICS SUPPORT ADDS ANOTHER

DIMENSION TO MATRIX MANAGEMENT

Richard M. Drake
ILS Programs Manager

Westinghouse Electric Corporation
Defense and Electronic Systems Center
Integrated Logistics Support Division

1111 Schilling Road, Hunt Valley
Maryland 21030, U.S.A.

SUMMARY

Matrix Management has been applied to the management of complex Department of Defense Systems. Another
dimension is added by applying Matrix Management to Integrated Logistics Support. In other words, the
.role of the Integrated Logistics Support Program Manager is the Matrix Management integration of the
various elements of Logistics Services with the Administrative, Engineering, and Operations functions
responsive to Programs (Projects) requirements and Industrial Business or Financial Objectives.

Specially covered will be -

The advantages and disadvantages
Typical Organizational Diagrams
The Program Management Process

Particular emphasis will be placed on Integrated Quantitative Planning and ILS Products. (For example:
Communicating and Direction, Life Cycle Cost, etc.).

1. INTRODUCTION

To understand the application of Matrix Management to Integrated Logistics Support (ILS), Westinghouse
interprets ILS as a management and functional process for unified, coordinated acquisition of logistic
resources required to support systems and equipments at all echelons of maintenance throughout their
planned period of usefulness. The concept involves the scientific management of all necessary logistic
products and services over the system life cycle with particular emphasis upon coherence, timeliness,
execution, and reliability.

All major defense programs are being impacted by a vigorous DoD effort to reduce the cost of ownership
over the useful lifetimes of new systems. As each program proceeds through sequential phases of
development, contractual documents reflect an increasing emphasis on credible design-to-cost goals,

on cost effectiveness as a requirement in engineering and operational tradeoffs, and on reduced total
life cycle costs. Mounting historical evidence reveals that logistics support costs represent a high
significant portion of total system life cycle costs and often far surpass development and production
cnsts (Figure 1). It should be no surprise, then, that new contracts require a systematic, concerted
effort to consider logistics support implications in engineering, operational, and management tradeoffs
in each segment of the contract work breakdown structure. DoD expects that a thorough definition of
support requirements for each alternative in tradeoffs will have a far-reaching and favorable influence
on the ultimate costs of ownership. Recent Requests for Proposals (RFPs) for full scale development
programs issued by the military services contain these requirements, and the corollary requirement
for an Integrated Logistics Support Program.

1.1 Typical ILS Program

To explain the various elements of logistics services and the integration with matrix management, a
typical Integrated Logistics Support (ILS) Program as depicted in Figure 1 is designed to identify
all of the planning factors and resources that the customer and user will need to sustain the timely,
efficient, and economical support of the system throughout its projected useful life. The typical
ILS Program is required to produce the following essential elements of system support:

An overall concept for the maintenance of subsystems, equipment and software that is
compatible with the customer's organizations and procedures for resupply, training, and
operational command support.

Trained cadre of operations and maintenance personnel for the initial system.

Technical orders, manuals, and other procedural data.

Packaging, storage, and handling provisions compatible with the intended use environments
and modes of transportation.

Support equipment required for test, operations, maintenance, training, and deployment.

Spares and repair parts for all levels of maintenance.

Facilities required to support unique test, operations, and maintenance requirements.



Within the context of the typical system, these are deliverable products. Qualitative and
quantitative re.uirements for each of these elements are determined by a comprehensive Logistics
Support Analysis (LSA). (Figure 2). In our company, logistics Engineering is the group or discipline
that participates directly in the total system engineering process, interacts with the system
effectiveness technologies of reliability and maintainability and develops the logistics data base
for the system. It provides the primary support and functicnia, iolegration of the system engineering
technologies and program end items for the IIS Program Mp-'i '. as depicted in Figure 3.

1:2 Life Cycle Cost

The combination of current economic trends, rising inflation, the on-going reduction in "buying power",
budget limitations, etc. has created an increasing awareness and interest in system/product cost.
Through this awareness and interest, we have come to the realization that in numerous instances we
do not actually know the total cost to date of many of our systems and products currently in the
inventory and being utilized by the consumer. In other cases where systems and products are being
evaluated, the measured costs far exceed initial expectations, particularly with respect to those
elements of cost associated with sustaining system operation and logistics support. Also, it has
been recognized that the greatest impact on total cost results from decisions made at the early
stages of the system/product life cycle.

In essence, experience has indicated that we must orient our thinking in terms of total life cycle
cost, and not just a segment of cost such as the development cost of a system, the purchase price
of a product, or the production cost of an item. Further, we can accomplish much in the area of
resource conservation by minimizing overall life cycle cost in the process of designing, producing,
and utilizing new systems and products of the future. Thus, life cycle cost becomes paramount in
the decision-making process from the beginning, and total cost must be considered as a major
evaluation criterion factor along with other parameters such as system/product performance,
effectiveness, size and weight, capacity, producibility, supportability, and so on. (Figure 4.)

Matrix Management provides further emphasis in life cycle costing--both from the standpoint of
introducing cost as a major parameter in the design and development of a new system ot product;
and as a management technique employed to aid in the decision-making process. (Figure 5).

1.3 Post Production Support Continuity

Post Production Support Continuity is that ILS management discipline that requires Support Planning
and Implementation which provides a cost effective solution to spares and repair needs for the
duration of the operational period following the cessation of production utilizing contractor
facilities and know how. Both cost and lead time savings will result from such a program.

The proposed approach is one that enlist the contractor financially, contractually, and physically.
It will provide a vehicle for lowering operating and support costs by promoting DoD and Contractor
efforts to improve reliability and maintainability, to investigate logistic support alternatives
and to apply warranties and other contract innovations.

This is one more very important area to consider in discussing matrix management for ILS, since
the current defense posture and economy has added emphasis to the necessity for complete life cycle
cost (LCC) analysis thru the Post Production Support period. In the 1980's and 1990's, DoD
logisticians must cope with logistic support of existing inventories dating back, in some cases,
to the 1950's. (Figure 6)

1.4 Reliability Improvement Warranty

An additional contracting technique for encouraging contractors to design equipment with the optimal
life cycle cost is the Reliability Improvement Warranty (RIW). An RIW is a provision in a fixed
price acquisition or fixed price equipment overhaul contract in which the contractor:

Is provided with a monetary incentive throughout the period of the warranty
to improve the production design and engineering of the equipment so as to
enhance the field/operational reliability and maintainability of the system/equipment.
Agrees that, during a specified or measured period of use, he will repair or
replace, within a specified turn-around time, all equipment that fails.

A fixed price for the RIW coverage should be agreed upon during negotiation of the acquisition
contract, preferably in competition. The objective of an RIW is to motivate and provide an
incentive to contractors to design and produce equipment which will have a low failure rate
as well as low repair costs. The F-16 program has a contractwhich includes RIW on the radar.
The RIW for the F-16 will be discussed later in this session.

2. GENERAL INFORMATION

Where are we to find the leaders who can bring order out of chaos? Whose philosophy is that there
is a place for everything and everything can be put in its place?

As the turn of the century, the American Educator and Philosopher John Dewey said, "The power to
conmand belongs to those who can master the resources available and carry through the actions
under-taken".

------- ,IOW
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If this "sounds like a job for supermc', don't dispair . . . it's also a job for a Westinghouse
irogram Manager using MATRIX MANAGEMENT.

The term, "Matrix Manageme t" is a part of our Westinghouse business vocabulary but not everyone
uses the term to mean the same thing. In this discussion, it will be treated as an application
of Program Management.

"Webster's Dictionary says one meaning Manufacturing, Finance, and Contracts, for example. And,
on the horizontal scale would be the numerous programs Westinghouse is conducting to meet cust)mer
needs. Each of these pronrams cut across the customary departmental boundaries".

Complementing this, another dimension is added by the elements of ILS, such as Supply Support,
Technical Logistics Data, Training, Logistics Engineering, and Field Engineering and Support.

The Department of Defense has been using this technique for years, and in order to serve that
market, we find it necessary to adopt their form of organization. In fact, because of the nature
of the products and services Westinghouse sells to DOD, it would be virtually impossible to work
in any other framework. (Figure 7).

As an example of top management confidence here at Westinghouse, a Logistics Technology Seminar
was recently presented at our Hunt Valley installation. It gave our commercial divisions a
chance to evaluate how matrixing might benefit their operations.

2.1 Actual Practice

In actual practice, being a Program Manager under the Matrix System is similar to running an
independent business. The Program Manager takes on the role of the owner. He deals with such
things as profit and loss statements, investment control statements, and cash flow analysis.

The concept's origins and the system evolved from the traditional Project engineering approach,
the Proqram Manager has a greater responsibility than just solving the technical aspects of the
problem.

He works with the Business Management or Contracts people and the Finance Manager in much the
same way a private businessman would use his lawyer and CPA.

There are several guiding principles involved in the management of a program. The overriding
one is to satisfy the customer. I would caution, this has to be done while ensuring the company
of a reasonable profit on the program.., profitability is not a dirty word.

Getting things done in this kind of an environment requires a special kind of person. He has to
be able to work in a "people-sensitive environment". He has to be able to motivate people to help
him satisfy his end needs. (Figure 8).

But most of all, he has to be able to accomplish his tasks by wo~king within the system, without
the disruption of the Division's Opc;ations.

He has to be a planner. Based upon sound planning decisions made at the start of a program, he
has to be able to look into the future. He is responsible from the start to the finish of a
program. Only excellent planning can 'chieve successful results.

As an anology, I suggest the success of Matrix Management also depends on how well the Program
Manager accepts his staff as team members. If the Program Manager is a good leader, each of the
individuals on the staff has been made a team member. Then, Matrix Management will work like a
charm.

would like to discuss the average Program Manager. It's a high visibility job. While the
individual might be anywhere from a medium-code professional to a high-level manager, he has
to be an entrepreneur. He's a risk-tasker. He can't be afraid to stick his neck out. But
"e#re's more to it than that, he is responsible for making it hpppen.

'roqram Manager functions as an agent for the General Manager and frequently reports --
-,in, on the sensitivity of his program -- to the Division Manager. (Figure 9).

a' -pn a number of comments that we may have become over-matricized... that you have to
.jpral layers of management to find a single part. We have to admit, this has

- it tines, but we have taken steps to eliminate that kind of structuring.

- 1ianizations have been changed, eliminating some of the layers in sub-Program
t w aore present (for example, putting the Manufacturing Departments with their

-n manaq'rs).

... . -,r ranagement approach, I would prefer to regard Matrix Management in a
i.; tntages are many. First, it is the least costly form of organization.

°,.Aip, to devote his time to the complex issues of the program and to
,r,, tons, tasks and priorities. He's not constantly distracted by
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It is probably the most efficient and productive organization form.

The functional representatives such as Technical Logistics Data, Supply and Support, or Logistics
Engineering, also gain experience working in this type of environment.

They gain expertise from one program to another. Lessons learned can be applied to another program,

either by assignment or through the representatives functional department home.

2.2 Typical ILS Program Manager's Team

Provision is made so that each program within the ILS Division (ILSD) becomes the prime responsi-
bility of a distinct program management team. An ILS Manager, approved by the ILS Division General
Manager, is designated for each program. He is given full responsibility for all operational and
financial aspects of the ILS program. The ILS Manager recruits program team members from the ILS
Division product areas and management service groups. Team personnel receive program direction
from the ILS Manager. They have clear-cut authority, delegated by their functional management,
to draw upon all resources of their functional organizations to meet program requirements.
(Figure 10).

It involves the sharing of critical skills. Sometimes there is only one individual in an organization
who has a unique and required skill. This way, that individual is not tied to one project. His
or her expertise can be spread around as needed. Or, at other times there may not be enough work
to justify assigning a person fulltime.

Another consideration is that Matrix Program organization is an attractive arrangement for highly
skilled professional people who want to work on various new and challenging programs. These
are the individuals who come from the functional departments of the product line who assist the
Program Manager in the Matrix Program organization.

Staffing problems are minimized. It's easier to accommodate changes in program manpower requirements.
The program starts off with a small number of people, and as it grows it calls on the people it
needs. Then, as the program declines, it frees them again.

In the Matrix Management approach, I believe the entire management team works toward successfully
achieving program objectives with strong feelings of responsibility, interest, concern and pride.

The Program Manager must be able to prevent and deal with excessive overhead, decision strangulation,
and uncontrolled layering (Matrixes which lie within Matrixes which lie within matrixes).

Some critics have pointed out that in a fast-moving and fast-changing program, the Matrix organizational
approach may not be able to achieve reaction times that are fast enough to meet program requirements.
I do not dispute this.

But the two other frequently mentioned shortcomings of the system are: First, that communication
is more difficult in the Matrix system: and second, bias of functional heads may subtly work
against the priorities desired by general management.

In response to these areas, I believe matrixing puts a heavy demand on planning and communication.
Good planning can minimize the shortcomings.

Planning is, in fact, an excellent way to communicate. It's a great management tool. If you don't
own the resources, then planning is the only way to communicate the need for those resources to the
managers of those departments that do own them.

This way there is no unilateral determination of the schedule. It requires participation.

2.3 The Integrated Logistic Suppnrt Plan

The ILS Manager uses a task-oriented system of program plannirg and control to administer his program.
The basic system is adapted, when required, to meet sensibly the requirements of DoD Instruction
7000.2 (Performance measurement for Selected Acquisition), MIL-STD-499 (System Engineering Manage-
ment), and MIL-STD-881 (Work Breakdown Structure for Defense Material Items). Because the system
provides the elements for effective program control and visibility, the ILS Manager can enforce his
business decisions and keep both his customer and ILSD Management informed of program status. The
term customer is used here to mean any agency, either external or internal to Westinghouse, which
orders services or materials directly from the ILS Division.

The ILS Manager uses an Integrated Logistic Support Plan (ILSP) as a primary management tool. A
separate ILSP is developed for each program and is based on the results of a Logistic Support Analysis
(LSA). The LSA is a systematic, comprehensive analysis, conducted on an iterative basis throughout
the acquisition cycle. It is the single analytical logistic effort within the system engineering
process which identifies, defines, analyzes, and quantifies the logistic support requirements.

Initially, the LSA develops qualitative and quantitative logistic support objectives. As the program
progresses, these objectives are refined into system/equipment design parameters for use in design/
cost/operational availability/capability trade-offs, risk analysis and development of logistic support
capabilities. The initial LSA effort evaluates effects of alternative hardware designs on support
costs and operational readiness. Known scarcities, constraints, or logistic risks are identified,
and methods for overcoming or minimizing these problems are developed.
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During system design, the LSA is oriented toward assisting the designer in incorporating logistic
requirements into hardware design. The goal is to create an optimum system/equipment that meets
the specification and is most cost effective over its planned life cycle. Logistic models, such
as the USAF Optimum Repair Level Analysis (ORLA), may be used (if appropriat to predict and
evaluate complex support requirements. These models are compatible with, and do not duplicate, other
system engineering models.

The ILSP is formulated, based on the results of the LSA. It provides a comprehensive description of
support and test equipment, facilities requirements, personnel required by skill, type, aid number,
spares and repair parts, and quantification of maintenance and operational support needs. Because
the LSA is iterative in nature, the ILSP is a dynamic document which continually grows with the
availability of information, and provides for integration of logistic elements into program planning,
development, test and evaluation, production, and operational processes.

The preferred method for conducting the LSA is defined in MIL-STD-1388. The U.S. Army has implemented
MIL-STD-1388 through the medium of DARCOMP 750-16, and has developed a COBOL computer program to
manipulate the mass of data. This program is in use by all of the services. The LSA process normally
depends on inputs from Design Engineering, Reliability Engineering, Maintainability Engineering,
Human Factors Engineering, and System Safety Engineering, which all participate in the system
engineering process to evolve the operational elements of the system.

The support elements, however, are defined under the leadership and cognizance of the ILS organization.
It is important to note that most of the essential elements of system support are predicated upon the
maintenance plan and its resource requirements, so there is a vital interface between Maintainability
Engineering and its products - analysis, prediction and design support, and Logistics Engineering and
its products - quantitative design requirements for deliverable support equipment, trained personnel,
T.O.s/Manuals, spares and repair parts, and other support resources.

2.4 Some Problem Areas

The Matrix organization because it cuts across so many lines does cause at times conflict. But in
regarding the conflict that occurs, I would like to make a vital observation. Conflict is healthy
if properly managed. (I hope someone comes up with a word other than conflict which better describes
this process).

If there were no conflict, none of your big problems would surface in time to do anything about them.

There's no solving of sticky problems without sitting down and openly discussing them.

I feel this is healthy if these discussions can take place in an atmosphere of mutual respect.

One of the main challenges facing the Matrix Management nrograms is finding the right people and
placing them in the proper jobs.

The Program Manager has been called a coordinator, a teacher, delegator, leader, father confessor,
and perhaps a few other names we can't mention.

The requirements for the job boil down to three basics:

1. Education -- Engineering or Technical Education, Finance or Business.
2. Experience -- A broad array of experiences: Administrative, Design, contact with

legal, accounting and sales, shop operations, and ability in public relations and
public speaking.

3. Training -- Must include actual OJT with experienced Program Managers who can provide
the kinds of background and guidance to introduce the trainee to the various facets
of work involved in a project. And, formal training.

There just aren't any people coming out of our school system with all the talents and training need'J,
this is why we continue our excellent in-house training programs, the ILS Program Management seminars,
and the career management of our personnel.

The need for Icgistics courses at the undergraduate and graduate levels in colleges and universities
is evident. Beyond college, we are supporting the pursuit of the CPL (Certified Professional
Logiscian) which is given by the Society of Logistics Engineers.

3. CONCLUSION

In summary, I would like to say, the people we look for must have a unique blend of the basic logistics
disciplines and business knowledge. Everything is based upon experience, training, and the desire and
ability of the Program Manager to make a program successful.

The Matrix Management approach assists the Program Manager in running such a successful program.
Industries, businesses, government agencies, institutions and individuals alike have been dealing with
various facets of Matrix lanagement, logistics support, life cycle costing for years. This approach
ties integrated logistics support into a managable system and adds another dimension to Matrix Management.

Examples are shown in Figure 11 ILS innovations.

1
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"MEK" - A NEW PROCEDURE FOR DEVELOPMENT OF

MAINTENANCE POLICIES

Klaus Lewandowski
Product Support Manager
Messerschmitt-Bdlkow-Blohm GmbH
Postfach 80 11 60
8000 Minchen 80

SUMMARY

With the following presentation a survey of a procedure for the development of maintenan-
ce policies will be given. The procedure has been developed originally for the Tornado-
programme but shall be standardized in the future for general application in German-Air-
force weapon system projects.

The procedure is based on a detailed collection and evaluation of the maintenance expendi-
ture expected for the new weapon system. The step-by-step evaluation process includes
participation of the military authorities at an early point in time. Because of the re-
latively high amount of data and information to be processed, the procedure uses EDP.
As the result of the procedure validated and detailed information are provided to all
logistic disciplines.

Gentlemen!

It is well known to each logistic engineer that the coordination of the logistic activi-
ties required to make military equipment/weapon systems operable and serviceable is one
of the most important logistic problems. Coordination means to ensure that the provision
of

- technical publications
- test and ground equipment
- test programmes and procedures
- spares management data
- spare parts for all maintenance levels
- training and training aids
- facility requirements
- personnel requirements
- repair and overhaul resources

and other support services are well harmonized in view of their interdependences and means
to insure that they are available in time. Obviously this type of harmonization and co-
ordination requires a common basis; a basis which provides sufficient information to ini-
tiate and to perform the tasks.

Comprehensive regulations and procedures have been issued by the military authorities
around the world on how to perform the logistic work, whereby often relatively independent
specifications and procedures are given for the different disciplines, whereby the required
coordination shall be achieved and secured via sufficient programme management systems
and procedures. "ILS" - Integrated Logistic Support - is the magic formula for this, where-
by "ILS" stands for a strictly cooperation requirement of the different disciplines with-
in the companies, continuously monitored and supervised and also sometimes assisted by the
military authorities.

This proceeding leads generally to the fact, that the majority of the individual decissions
required for the daily work on the logistic subjects are based more on the individual know-
ledge and experience of both - the industrial and the military specialists - rather then
on harmonized, reproducible and proved technical data sources.

Admittedly,. there are - at least within "American orientated" programmes - such type of
data sources, as the already known results of the maintainability analysis in form of
the "Maintenance Engineering Analysis Sheets" -MEAS-. These data sheets, distributed to all
peoples concerned within the logistic work, provide information on the maintenance expen-
diture expected and give a glimpse into the complexity of the equipments and systems.
But the MEA has a considerable disadvantage: In cases of multi national programmes, such
as the Tornado programme for instance, where the weapon system is developed and produced
for different user forces with different logistic systems, the MEA must be related to ab-
stracted, standardized definitions. The manhour expenditures can be given only as "spanner-
in-hand-times", which neglect all influences caused by the customers itself, e.g. addi-
tional manhour/manpower-requirements for preparational work, way- and waiting times, ad-
ministrative work etc. Also the trade- and skill level requirements can only be given in
a standardized format because nearly every nation has other personnel structures, and the
same applies for quality assurance requirements, working areas etc. The MFA results there-
fore are primarily used to give the customer confidence that the maintainability require-
ments can be met and not as the basic information source for the whole logistic work.
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To overcome this, we have had in Germany lengthly discussions in 1973-74 between industry
and military authorities on how to develop a solid and sufficient data source for the
imminent logistic decisions - first for the Tornado programme but possibly later also
for all further weapon system projects. The result has been an EDP - based procedure which
has proven its effectiveness, which I'll now present by the following:

The basic idea, the philosophy, of the procedure is, as shown with fig. 1, to investigate
and to estimate the maintenance expenditure expected for the whole system. This maintenan-
ce expenditure is caused and influenced by:

- the system technology; the number and complexity of sub-systems,
equipments and components;

- the reliability and maintainability attributes including the given
life-time limitations;

- the operational requirements and logistic concepts.

The best possible investigation of the expected maintenance expenditure is of crucial im-
portance if you remember that all logistic support is provided only to maintain the weapon
systems operability, assuming that "maintenance" includes operational support.

In contrast to the maintenance expenditure the maintenance capacity has to be seen, where-
by the overall capacity is composed by military (depot/level) and industrial capacities.
Harmonization of expenditures and capacities, by strict observation of operational re-
quirements and given logistic concepts, then leads to the overall maintenance policy of
the weapon system. The maintenance policy must provide information on:

- the manhour requirements expected for all maintenance branches and
levels to allow manpower calculations and establishment of maintenance
organization;

- the qualitative and quantitative training requirements (trades and skill-
levels, and depth of maintenance for each skill-level) to allow definition
of required training programmes;

- the spare part requirements, at least for the reparable items, to
provide realistic quantity forecasts for the initial provisioning
process;

- the test and ground equipment requirements for all branches and
maintenance levels, together with the related utilization rates to
allow preparation of inventory lists for each maintenance organization;

- the technical publication requirements to initiate the preparation
process and to support the validation/verification tasks;

- the equipment and structural component repair and overhaul requirements
to establish the required R + 0 programmes iftcluding the industrial
R + 0 support contracts;

- the scheduled maintenance requirements which after grouping and
harmonization allow the preparation of inspection manuals and
work card decks;

the infrastructure requirements based on the knowledge of the maintenance
tasks of each branch and working area.

To investigate the overall expenditure as precisely as possible, the expenditure for each
individual or independent component of the system must be estimated separately.
"Expenditure" means all possible maintenance tasks and "independent components" means
components which require any type of maintenance and which can be maintained (repaired-
inspected-exchanged) separately. Naturally, the term "component" has to be seen on diffe-
rent levels, for example:

o Equipments (black boxes, line replaceable units, etc.)
o Modules (plug-in units, cards)

o Accessories (tubes, connectors, cables)

The breakdown of the entire system into independent maintainable components is there-
fore the first step in our procedure. 2 For this breakdown the known system codi-
fications according to MIL-M-38769, MIL-STD-70D or GAF-TO 00-5-23783 are suitable.
Nevertheless, we have found that the usual five-digit code is not sufficient, seven digits
are the minimum for a satisfactory breakdown.

The next main step in our procedure then is the "Maintenance Data Collection". All mainten-
ance tasks for each individual component are collected on a EDP-input data sheet, whereby
all available data sources are used. Besides the known data sources, such as MEA-results,
vendor brochures, DMEA-results and others, we use a special "Module Analysis" to investi-
gate the specific attributes of electronic equipment modules. The following data and in-
formation are listed:

.....S if.. .. ... ~ .......
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1. Item Identification Informations:

System Code (WUC) Quantity per System

Specification Number Testability

Nomenclature Aircraft Panel No.

Part Number Location (Zone)

NATO Stock Number Record Card Requirement

Manufacturer Code

2. Maintenance Informations:

Task Description Repair Level Code

Arising Code AGE

Malfunction Code Special Facilities

Cause of Malfunction Code AGE Code

Working Class AGE Using Time

Maintenance Level Location Code

Frequency

Down Time

Skill Level

Trade Code

Number of Personnel

Manhours

Spare Parts

Spare Parts Quantity

The "Module Analysis" in addition provide information on:

Module Fastening Signal Characteristics

Parts Fastening Test/Diagnosis Dummy Rqmt

Technology Cover Types

Function Screen Types

Frequency Range Fillings

Connections Mean Component Exchange Time

Test Connection' Mean Adjustment Time

Estimated Unit Price Mean Test Time

Naturally, this data collection process appears very extensive, but remember the before
mentioned data sources provide most of the required information. Therefore the workload
is more on the administrative data collection than on investigation. Care has to be taken
only on the specific military data, e.g. maintenance level, trade, skill level and work
locations. Our experience has shown that it is very useful to task maintenance specialists
with the data collection who have formerly been involved in military maintenance activi-
ties. The results are then very realistic.

After data collection and EDP storage, the next step in our procedure is the "Validation
Process". For this working lists, containing all stored assorted information in one for-
mat, are printed out and distributed to the military authorities responsible for logistic
decisions. The leading authority then calls a "Technical Evaluation and Assessment Mee-
ting" (TEAM). Participants on these meetings are

- aircraft manufacturer

- equipment supplier (if required)

- customer officials including procurement officials

- NDQAA

The meeting, chaired by the leading military authority, reviews and discusses mainly the
following informations, whereby at the beginning of the meeting a presentation of the
item under discussion is provided:

a) Task Frequencies (Arising Rates)
The task frequencies are derived during the data collection process mostly from the speci-
fied values of the equipment or system specifications. Experience has shown that there is
often a considerable difference between specified values and those proved in-service. The
reason for this is very complex and shall not be discussed here. For a realistic maintenance
expenditure forecast, however, a realistic frequency forecast is of the greatest impor-
tance. The TEAM therefore discusses the probability of the given frequencies and com-
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pares them, if possible, with experience gained from similar equipment/components already
in-service. If there is a remarkable difference without acceptable reasons, a new fre-
quency will be established. This is a pragmatic attempt, however it must be noted that
these established frequencies have in no way any influence on specified reliability figu-
res which are contractually binding. Figure 3 shows two examples.

Equipment Specified Experience TEAM Remarks
Defect Assump-
Rate F-104 F-4 tion

Magnetic SBY 0.03 4.12 2.79 0.15 Reliability Im-
Compass provement credi-

bility

Transmitting 0.48 3.21 0.35 0.66 Equipment more
Rate Gyro complicated tha

the F4-equipment

Special attention will be given to the frequencies for scheduled maintenance tasks, e.g.
inspections, lubrications, life time limitations, etc.

b) Scheduled Maintenance Requirements
As already known, all modern maintenance concepts try to avoid scheduled maintenance. Be-
cause of this, for each scheduled requirement a detailed engineering justification has to
be provided, which needs acceptance by the customer. Several special procedures are known
to roentgenrize scheduled maintenance requirements. The most common one is the civil air-
line industry procedure, called "MSG'"or "EMSG" ("Maintenance System Guide respectively"
European...). The questionnaire schemes of these procedures can be applied, either prior to
or during the TEAM, discussed and the required decision made. For assistance on struc-
ture component, the results of a "SSI" ("Structural Significant Item") Analysis must be
available.

The TEAM also has to discuss and decide on the required harmonization phasing of schedu-
led maintenance intervals.

The next item under discussion concernes the proposed maintenance levels for the indivi-
dual tasks:

c) Maintenance Levels:
The proposed maintenance levels are discussed and validated by the responsible authorities.
These decisions can possibly be later on corrected if the "Optimum Repair Level Analysis"
(ORLA) of the Analysis Phase requires this, but for the majority of the maintenance tasks
the final level can be determined.

The next following items are then the decisions connected with personnel-requirements:

d) Personnel Requirements:
Personnel requirements are influenced by the trade - and skill level definitions for each
maintenance task and by the commitment of the individual work areas for the tasks (e.g.
flight line, shelter, work shop, etc.) and - last but not least - by the quality assurance
requirements. Of greatest importance for the manpower - calculations to be performed later
on is the precise forecast of the manhoir-requirements. Therefore, for each maintenance
task, the additional time requirements for preparational work, administrative work, etc.
are estimated and added to the data set. Fig. 4 shows the table with the extra chargesfor additional time requirements used in our programme:

Maintenance Task Location

extra charges for extra charges for extra charges for
maintenance tasks maintenance tasks maintenance tasks
to be performed in to be performed in to be performed on
the flight-line/ the maintenance other locations
shelter area hangar and in work

shops

MMH MMH MMH
Re-Fuelling 0,2 0,3

De-Fuelling 0,4 0,4

A/C towing 0,5 0,5* 0,5

AGE provision 0,5 0,2* 0,3

A/C securing
(safety pre- 0,5 0,5
cautions)

obtaining spare
parts 0,8 0,5 0,5

w cont. ./.

LA
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cont. ./.

Way-times for
maintenance
personnel and
QA-inspectors 0,4 0,2* 0,2

preparation of
forms 0,2 0,2 0,2

(*no extra charges for work to be performed in work shops)

e) Technical Publication Reuirement:

Another point of discussion for the TEAM is the definition of the technical publication
requirements for the related item. The detailed knowledge of the maintenance require-
ments for the item allows us to decide on the type and depth of manuals and catalogues
required. This decision is also added to the data set.

The 4th major step in our procedure now is the evaluation and analysis part:
At the beginning the scheduled and unscheduled maintenance tasks are separated. The
scheduled maintenance tasks are sorted according to their periodicities (frequencies),
grouped into work packages and then the position of each individual task within the
package marked. This allows the preparation of work-flow charts and draft work card decks.
These drafts are presented to a special TEAM for final acceptance.

The unscheduled maintenance requirements are investigated in view of candidates for an
"Optimum Repair Level Analysis' (ORLA) which then can be performed separately. Computer
models for those evaluations are already known and available. Results are also discussed
at the special TEAM, and possibly the data store corrected. Additional evaluations are
performed for the workload of the individual branches and working areas, what can also
lead to possible corrections of the data store.

After this evaluation and analysis step, or in parallel to it, a cross-reference is made
to the initial provisioning data store. During the whole procedure, the parallel running
IP-process is supported by provision of information for quantity and maintenance level
requirements. As a feedback, the IP-data bank delivers to the maintenance data bank the
"figure-line-index" numbers for all registrated spare parts, and also the NATO stock
numbers for the reparable items itself. This proceeding facilitates all further work
within the logistic disciplines.

The last step in our procedure now is the summarization and presentation of the results.
For higher management level, a summarized report is prepared, which is used to publish
the guidelines for the further logistic activities. For the working level, detailed lists
are provided, for example:

o Manhour and related manoower requirements for each branch on wing-

and depot level, together with the trades and skill levels
o Spare part requirements for each maintenance level and working area

o IPC-cross reference list

o AGE-requirements including utilization rates for each branch at wing
and depot level

o Technical Publication requirements for all maintenance levels

o Maintenance expenditure information for preparation of the maintenance

manuals
o Repair and Overhaul concepts for each individual component

In addition lists for special purpose3, e.g. spare part lists assorted to price classes
or equipment test requirements, are provided. Very important also is the provision of
the facility requirements derived from the maintenance requirements of each individual
branch and location.
The data bank itself can either be updated and used for in service repair and overhaul
management, and other maintenance management purposes, or filed and used for comparisons
in future development programmes.

Fig. 5 gives a summary of the amount of data processed and stored for a modern
weapon system. At this point in time, activities are initiaLud by the militaiy authori-
ties to standardize the procedure to make it applicable for all future weapon
system projects. The related GAF-TO guide line will possibly be made available by theI end of this year.
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Number of Components ....................... 3500

Number of Maintenance Tasks ................. 15000

NumberofTEAM's .............................. 50

Number of Modules to beanalyzed ................ 730

Number of Evaluation Lsts ....................... 20

Fig.7 Summary of the Tornado-MEK-procedure
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DISCUSSION

J.N.Basmaison, Fr
Ouele t. t la frdquence de remise A jour des donndes -taux de remplacement prdvus" pour ajuster les stocks de
rec.ianges ,,.vus.

Reponse d'auteur
Nous avons commenc6 le recueil des donndes il y a 4 ans et nous avons mis i jour nos bases de prevision de
rechanges depuis, deux fois.

A.Andrews, UK
You have pointed out the need for realistic assumptions on reliability which are not unduly influenced by the
reliability targets.

This statement appears to be contradicted by the examples shown e.g. Magnetic SBY Compass, F4 experience 2.79,
Team Assumption 0.15, Specified Rate 0.03.

On the face of it such a large improvement seems difficult to justify except by reference to the specification.

Author's Reply
The specified defect rate was 0.03. Comparison with similar equipment has shown that their defect rates have
been much higher (4.12 and 2.79). The TEAM therefore concluded to raise the specified value 5 times to 0. 15.
The state of the art of the new compass seems to be better than the Oder ones, so that the TEAM came to the
result that 0.15 would be realistic.

ii



TEE IMPORTANCE OF INTIGRA ED LOGISTICS SUPPORT
CONSIDERATIONS IY-VING DESIGN

ROBERT C. RASSA
ILS Manager

Westinghouse Electric Corporation

Integrated Logistics Support Division, Hunt Valley, MD

Abstract
Many problems arise when proper consideration is not given to the Integrated Logistics Support elements
during the earliest phase of a program. The relationship and interdependency of these IntegraLed Lo-
gistics Support elements and their relationship to the design of the "prime mission equipment" is ex-
plored. The roles of the key personnel involved in the initial considerations are also examined.
Some important rules for the successful implementation of an Integrated Logistics Support plan are
presented and developed.

Integrated Logistics Support, or ILS, includes many disciplines which are familiar to most of us in
the aerospace and weapons system community. These disciplines include Maintenance Systems Engineer-
ing; Test Equipment (both factory and field); Training; Technical Logistics Data; Spares; and Field
Support. Without all of these disciplines, our military weaponry cannot be maintained in the field.
A deficiency in ju-t-one area is sufficient to render a system unable to perform its mission.

This simple fact is well known by anyone who even has a hint of how the military system operates.
What may not be quite so obvious is the interdependency of the Logistics Support disciplines, and
the domino effect that a deficiency in one area has on another. For example, let us look at a hy-
pothetical radar system whose maintenance concept calls for replacement of printed circuit boards,
as opposed to "black boxes," at Organizational level. Functional radar faults are indicated by
Built-In-Test.

The radar has a fault indicated in a particular functional area. There are ten p.c. boards involved
in that function. What does the maintenance technician do? Well, if he is relatively new (a high
probability) he'll pull out the Tech Orders for the radar and go to the section concerning the func-
tional area where the fault lies. The Tech O~der will probably outline some additional testing that
can be performed, using "standard instrumentation" and/or a piece of Special Support Equipment. So
the technician gets the piece of SSE out of the hangar and dollies it up to the radar, and runs a
self-test as prescribed in the Tecn Order.

Now he begins to hook up the test equipment. Again the Tech Order tells him how. Plug P1 into J1,
P2 into J2, P3 into AlA&J16, etc. When all the hookup is complete, we begin the testing. Our tech-
nician follows the book, more or less. He has had some training, of course, and remembers something
about this test set, but this is only the second time he has used it an he doesn't remember quite all
the details. But things start to happen and he starts to get some readings.

Now our technician has to interpret these readings in order to make a diagnosis of which of the 10
p.c. boards is actually at fault. Here the Tech Orders really come into play, for they will lead the
technician by the hand through a diagnostic routine, a fault analysis chart, as signal observations
are made and additional tests are run.

Pretty soon the fault has been localized to only 5 of the orginal 10 boards. Do we replace all five
and call it quits? No, because we only happen to have 3 of the 5 spares on hand. You see, last week
the same fault occurred on another aircraft, and the technician couldn't get the test set working right,
so he replaced all 10 boards. It fixed the fault, but depleted the stores.

So we have to continue our troubleshooting the "right" way-by the book. The book, of course, being
our Tech Orders books. As our technician plugs along, he finds sane reference designations that
don't seem to match the hardware, but the problem is not serious and he figures out what should have
been printed.

Then we find that many of the procedures are cunbersame and repetitive and take a lot of time to
perform. Next our Chief Maintenance Officer is on the scene, wondering what the deuce is taking so
darned long.

To make a long story (and maintenance action) short, we finally got Brand X's Tech Rep out of the
hangar-where he was working on another radar, of course--ad he recognizes the fault. He pulls the
one board he knows to have failed and replaces it with a spare board-which fortunately was in stock.
Naturally the spare board also didn't work, but in order to have a Cinderella ending, the lech Rep
just happened to know where there was a good spare, and we're back on the air.

What has this story demonstrated? Well, to start with, a maintenance concept that allows the Built-
In-Test/Fault Isolation Test (BIT/FIT) to signal an ambiguity level of 10 is sorely lacking. If you
are replacing cards as the prime maintenance action you require a far better degree of fault isolation.
The test eqipment that was designed for this hypothetical system for beyond BITIFIT required a lot of
manual setting and interpretation. The training provided for the test equipment was really limited to
the basic theory of operation and use and did not inchlie a lot of hands-on trnining because a full
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radar system wasn't available at the time. The Tech Orders had not yet been fully verified. And, of
course, the base had not ordered enough spares, and many of what they did have would not work in the
system.

Our example has drawn attention t, the basic interdependency of the various Integrated Logistics Sup-
port elements. Now we'll explore each element in turn and establish some criteria.

The Systems Maintenance Concept is where it all begins, and the establishment of this Maintenance Con-
cept is not solely the function of the contractor ILS organization. It is established by the military
Project Manager working with the contractor, and it appears in the overall Statement of Work or similar
document. The decisions on the various factors compirsing the Maintenance Concept are based on many
things, including contractor recommendations, performance, deployment plans, system concept, cost,
schedules, military policy or preferences, trade study results, math modeling, etc., etc., etc. To go
in depth into any of these is beyond the scope of this paper, and we will begin at the point where the
maintenance con.pt has been established and now we must implement it. Our relationship must be made
clear, however, and that is this: the maintenance concept is dependent to a great degree on the valid-
ity of the concept and the factors upon which it was based.

Now the contractor Integrated Logistics Support organization comes into play, and here is where the
first and most critical steps must be taken. These steps require that a very close working relation-
ship be established and maintained between the Prime Mission design engineers, systems engineers, and
with the ILS maintenance systems engineers. The importance of this relationship cannot be emphasized
enough. Even small disturbances in their commnications link can have profound effects on the availa-
bility of the Prime Mission equipment further downstream.

We can examine this delicate relationship in greater depth to gain a better understanding of how it
should function. We'll start with a breif definition of responsibilities.

Systems Engineer: Overall systems design cognizance. Responsible for coordinating the overall design
activities, ascertaining that system performance parameters are met and applicable specifications
are adhered to, etc.

Design Engineer: Individual hardware design activity. Responsible for hardware design of certain
designated parts of the system.

Software Engineer: Has responsibility for implementing the software required by the system design

approach.

Reliability Engineer: Responsible for ascertaining that the specified reliability goals are met.

Maintainability Engineer: Responsible for formulation of an acceptable combination of design features,
repair philosophies, Built-In-Test, an& maintenance resources to achieve the specified level of
maintainability at the optimun life cycle cost.

Maintenance Engineer: Responsible for developing maintenance procedures, maintenance task analysis,
maintenance instruction, and the logistics resource requirements in terms of personnel and test
equipment needed to satisfy the maintainability requirement.

Logistics Engineer: Responsible for providing the analytical inputs to the Maintainability and Main-
tenance Engineers concerning the various logistics support elements.

Note that the Prime Mission Engineers are the Systems, Hardware, Software, Reliability, and Maintain-
ability types, while the Logistics and Maintenance Engineers are the Logistics Support experts.

Fran these detinitions it can be seen that there is really no one individual that is totally respon-
sible for implementing the "maintenance concept." All of the engineers thus identified share a part
of this effort, and the responsibility. For example, the hardware design engineer, the systems en-
gineer, the software engineer, and the maintainability engineer must all work together to provide the
Built-In Test capability that has been specified. The hardware designers must provide enough circuit
access in each board, each box, in each device, so that the software man can write the appropriate
BIT routines. The systems engineer must oversee this effort and ensure compatibility between the
various major components of the system, while the maintainability engineer assumes that the overall
maintenance concept is being implemented. The reliability engineer monitors all design activity and
assigns reliability to each major part of the overall system in order to make sure that system relia-
bility goals are met. However, no matter how reliable a system is, it will eventually need mainte-
nance, and this is the area we must address.

One major responsibility of the hardware design engineer has not yet been mentioned, and it is one of
the most important of all. What I am referring to is Design for Testability, and the responsibility
of the hardware design engineer to provide, from the very beginning, a design that can be tested.
This applies to the major assembly level, to the subassembly level, to the printed circuit board level,
and even down to the chip level, where it is probably the most important of all. For the very best
support equipment the very best factory test equipment, can only do as good a job as the design of the
item is testable! And it must start right at the very first levels of design and be carefully monitored.

There is a distinct relationship between Built-In-Test and Design for Testability. A good BIT system
requires that the design follow Design for Testability guidelines. A design that is unsatisfactory
from a design for testability standpoint will generally not allow a good BIT/FIT system to be imple-
mented. Of course, a good Design for Testability grade does not guarantee good BIT, but it certainly
does facilitate it.



40-3

The success of your Design for Testability criteria also directly affects your implementation of
factory test equipment. Most companies in the aerospace business generally have a facility base of
company-owned test equipment (capital equipment), and the mainstay of their capital equipment is gen-
erally automatic test equipment (AIE) for the p.c. boards, and wire wrap boards and backplanes, etc.
The existence of such capital ATE generally results in company "design guidelines" (which should be,
and in many cases are, design rules) which will make the designs from the engineers conform to the
factory ATE capability, in terms of logic speeds, capability, maximum numbers of pins, test connectors,
etc. Some more subtle factors are also addressed in these rules, such as circuit partitioning, the
ability to break loops, and similar items. These rules are excellent in most cases and can form the
basis for good "Design for Testability" procedures.

Continuing on with our BIT discussions, we find that BIT is extremely important from another aspect
because, except for the Tech Orders and Iraining that are not associated with Special Support Equipment,
it is really the stepping-off point for the remainder of the Logistics Support functions. BIT is really
the first outpost of the logistics army that is mobilized when trouble is suspected.

Furthermore, support equipment designs are generally based upon a "beyond BIT/FIT" posture, and are
geared to giving the maintenance technician the additional test capability he needs to make an accurate
repair decision. There is definitely an overlap with the BIT capability itself, but the overall effec-
tiveness of the support equipment comes from its ability to access signals and make meaningful measure-
ments. The requirements for the support equipment, or Part I of the Support Equipment Requirement Docu-
ment in Air Force terminology, are usually written by the Maintenance engineer. It is this man or group
of men who must fully uiderstand the prime mission equipment, how it operates, what its various signal
paths are, what its failure modes are likely to be, what its predicted reliability is, and, most impor-
tant, what its test access is when installed.

it is this man who must begin formulating his support equipment concepts while the prime mission equip-
ment is still being conceived. It is this man who must be given accurate information on the prime design
at all times, right from the ver start. He must be informed of all changes once designs have been set,
and he should really be informed prior to implementation, especially if field testability is potentially
affected. And it is this man, in conjunction with the Support Equipment designer (who generates Part 11
of the Support Equipment Requirement Document), who should establish requirements for test connectors to
the prim mission equipment designers.

"A system without Test Connectors is like a day without love" should be our motto. There should always
be an abundance of test connectors planned right from the start, consistent with the packaging philoso-
phy and spare/volume limitations. Experience has shown that we generally don't have enough test con-
nectors or test access at system level, so we should plan on as many as possible. We are back at Design
for Testability again, in case you didn't notice. Keep in mind that good test access on a p.c. board
level does not guarantee good access on a system level. System test access should be what our mainte-
nance engineers are looking for.

The maintenance engineer has a very difficult role indeed. His task of anticipating all of the logistics
requirements based upon his understanding of the prime mission design means that he must keep his crystal
ball polished, for he must in turn translate the anticipated logistics requirements into reverse require-
ments, to be implemented by the PME engineers, such as the item just noted concerning what test access
is required.

The engineering personnel we've been discussing, being highly skilled and experienced, can readily as-
sess this: "reverse impact" that the logistics elements have on prime design. Our perennial problem
is how to do it in a timely manner, and how do we implement the necessary design actions implied by the
logistics elements.

Two things are crucial:

1) The Maintenance/Logistics Engineers must be involved from the ye be inni
2) The Maintenance/Logistics Engineers nust have a'mechanism to inluence the design.

These two items,which I'll call "Robert's Rules of Logistics," are related and we need to establish
another rule in order to demonstrate how. We'll refer to our Maintenance Engineer and our Logistics
Engineer collectively as ILS engineers.

Rule No. 3:

ILS Engineering will have impact on Prime Equipment Design.

What rule 3 says is that as the iLS engineers do their jobs, they will undoubtedly find areas in which
the logistics implementation is simplified and costs reduced if changes are made to the PME. This has
been proven time and time again. But often the "executive decision" is to not make a change because it
will affect cost and/or schedule. This brings us back to the relationship etween rules 1 and 2-if
the ILS engineers must influence PME design, they should do it as early as possible, in order to mini-
mize, or even avoid, any cost or schedule impact.

There is a serious problem here which is usually recognized too late on any given program. The problem
is related to how mach influence the Logistics engineers have in the lME design, or how much "clout"
they have.

Anyone with an eye on the political system of today realizes, I am certain, that there are many ways to
influence someone. Some of these ways, irom what I have observed, are far more effective than others.
Unfortunately, the most effective ones probably are a bit out of place in-our particular environment,
so we'll deal with the less dramatic approaches.

L A-
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The Program Manager is the key man to successful implementing of the maint e- e concept, because he
must recognize the need for his ILS engineers at the very start, and set basic ground rules that
the Logistics engineers are an integral part of the total eneering te , shuld have an equal
voice in all discussions, especially those involving decisions. 1Ly shx , consulted at all times
concerning test access, test methods and requirements, all those items that UK discu.sed earlier.
The general test and support requirements for the type of R* being designed b 'ld be outlined fully
at the very start of the planning and design phases. And this leads to niumber .r in Robert's Rules
of Logistics:

tHE designers should design to logistics requirements as well as perforr ,equirements.

Once rule 4 has been implemented and understood, we will begin to see better more effective logis-
tics elements. How often have we hard something similar to ". . .This is th ,st sophisticated pro-
cessor ever put in a radar, it was all I could do to get it working properly, and you want me co louse
it all up just to add some silly test connector?. . ." The answer to this question is Yes and No. Yes,
we do want you to add the test connector and No, we don't want you to louse up your desing. The prob-
lem with the engineer who poses this kind of question is that he was only designing to a performance
specification, whereas what we needed was for him to be designing from both a functional and a logistics
standpoint. This gives the logistics engineer the "clout" they need.

The two just cannot be separated. You can't do your basic design and go back and add logistics con-
siderations like you would add shutters on a house. The logistics considerations are a part of the
overall design considerations and are a part of the foundation for the house, not just decoration or
trim. But too many industry Program Managers treat Logistics that way-trim, decoration, afterthought.
They simply must place high emphasis on the logistic design implications.

Another side of the coin is the Program Manager who has given Logistics the proper consideration from
the very beginning. The Logistics engineers participate in the design decisions all the way. The main-
tenance concept implementation is well integrated into the system design. And then a glitch develops
somewhere. The program manager is faced with an over-run in cost and a schedule slippage because of an
unforseen problem. I believe the acceotable terms are "cost growth with attendant schedule modification'

Where do you suppose the effort is cut back to reduce the projected over-run? Certainly not in the
performance area where the reduced effort will show the first time you fly the thing, and our industry
program manager begins to update his resume. So where? Ah, yes, in the Logistics area. We'll just
take out some of those extra isolation circuits for test connectors, and we'll reduce . . . etc. You've
seen it all before.

The thing to avoid is compromising the logistics implementation to save a few bucks for a few days at
the end, because someone will pay a hundred times over in the end, with increased maintenance costs
over the life of the system. And this "someone" is, of cou-se, the military customer, the end user. So
it behooves the end user t( use some incentive to cause the industry Program Manager to keep his early
logistics planning and implemention intact. Unfortunately, when we have development problems, which
are the rule rather than the exception, what choices do we have as the sacrificial lamb? The military
Project Manager is going to be unwilling to relax any performance parameters, or to buy a reduced num-
ber of systems, as this man, like our industry Program Manager, is also looking to move ahead in his job
and not be forced into early retirement.

What I am implying is that the Project Manager, the military spokesman for the system, is oiten a part
to decision on cutting back ogistics Support considerations and impacting future costs to the military,
for the sake of saving some front-end costs or schedules. It is the age-old issue of "Acquisition Costs
vs Life Cycle Costs," which has been addrcssed numerous times and for us to discuss it any further here
is again beyond the scope of this paper.

It is also net necessary to delve any deeper into the Integrated Logistics Support disciplines that we
discussed earlier and highlighted in our opening example, for their inter-relationship is fairly obvious
by now. Equally obvious is the dependency of all of them on the success of the maintenance engineer and

the logistics engineer--our key Logistics engineers-at the front end of the program. For whatever de-
ficiencies exists in the prime mission equipment, be it a lack of test pionts, or a lack of good circuit
partitioning, or deficiencies ia Design for Testability criteria, or whatever, the remaining Logistics
elements must try to make up the lost ground. Lack of adequate test access makes our Support Equipment
more complex, which makes it harder to use, which may impact the skill level requirements of the tech-
nician and make the Tech Orders more elaborate, which may make the training program more extensive,
etc., etc., etc. All of which increases our overall costs and makes maintenance much more difficult.
The bottom line here is really less availability at greater cost. And that is the direct opposite of
what we are trying desperately to achieve.

So far our attention has been focused on the military procurement cycle, from beginning to end, for a
typical weapon system dedicated to satisfying a typical military need-where only onp country or mili-
tary agency is involved. How does all this apply to an existing, developed weapon system being bought
by a second country? The answer to this question is not very simple, and depends upon many factors.

First, if the weapon system is being procurred as is, with no new or modified electronics being added
or specially developed, then little opportunity exists to implement the "front end" Logistics Support
considerations described herein. The BIT/FIT, for example, is generally difficult to improve once it
has reached its full development potential. However, sane opportunities do exist to implement improve-
ments or refinements, or other changes necessitated by the peculiar military theater in which the wea-
pon system will be deployed and maintained.
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These changes will most likely be the area of Intermediaie aid Depot level test equipment, although
certainly the Technical Orders, Spares provisioning philosophies, and Training methods and material can
readily be altered to suit the second country requirements. Since detail discussions are dependent upon
specific weapon systems ad applications, we will select one hypothetical case to demonstrate.

Let us assume that coutAry X has developed z lightweight attack fighter, and plans over 750 copies to
be built. There will normally be a specific suite of both intermediate aid/or depot level test equip-
ment designed and built for the avionics. The cost of one set of this equipment, which icludes, per-
haps, eight autamacic test stations, is roughtly four times the cost of one plane.

Let us say that country Y desires to procure this plane. They will buy 75 aircraft. Ihis country has
also recently procured 50 of another fighter, along with its set of unique depot test equipment. Here
it makes sense tc look at alternatives to the procurement of the full set of depot test equipment for
each aircraft, since one set can handle the needs of many hundreds of aircraft, and expensive equip-
ment sits idle much of the time, when small numbers of aircraft to be maintained. One possible alter-
native is to see if the avionics from one aircraft can be tested on the test from the other. Even
though this will involve new documentation and Technical Orders, plus new test programs and adaptors,
it may still be far more cost effective than procuring an entire new suite of test equipment.

The main point to be made here is that even though a weapons system is fully developed, opportunities
do exist to lower logistics support costs. The best way to identify such opportunities is to work
closely with the manufacturer of not only the aircraft, but also the avionics systems. Their mainte-
nance engineering personnel can identify ruerous such opportunities, and careful applications of
logistics principles, then after development of the weapon system, can lead to savings and improved
maintenance.

So remember Robert's Rules of Logistics, make your ILS engineers a part of the team--even after weapon
system development-and jump on the train to success.
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In response to the concern expressed by the Service User with the increasing cost
of the maintenance of avionic equipments and of the need to improve reliability a
joint MOD(PE)/Industry Working Party was set up to determine an effective procure-
ment strategy for reliability and maintainability (R&M). The rtrategy that
emerged is now documented in "DOAD Technical Publication 1/77: Achievement of
Avionic Reliability and Maintainability through Integrated Management". This
policy has been ratified and adopted by the Air Systems Controllerate of MOD(Pj,
the Service User and the UK Avionics Industry. This paper reviews the evolution
of these policies, outlines the requirements of this strategy and indicates how
this strategy will be implemented.

INTRODUCTION

From the earliest days of engineering endeavour reliability was approached from the viewpoirl of safety
margins. When failure occurred extra material was added to the component or assembly to in ase its
strength and thus prevent further failure. Experience gained from the Second World War show that
operational effectiveness and mission success were severly jeopardised if equipment failed tL ,ork
reliably and when required. This was also realised in the commercial arena in the early years afte-
the war by the numerals airline operators who saw that the key to financial success was reliable
operation and easy maintenance. However, with the advent of electronics, the mechanical approach tc
reliability, using safety margins, was no longer applicable and an approach based on statistical
definitions and calculation emerged.

The electronic age also heralded a period of rapid technological advance and with these advances has
come ever increasing demands for greater performance, more facilities, smaller size and less weight.
There has also been heightened awareness that with increasing complexity and need for equipment to give
reliable service when required can only be achieved by a combination of good design, manufacture and
maintenance. These factors, together with the ever present problem of costs, have dictated the need
for an approach to reliability and maintainability, (R&M), that binds together the various reliability
techniques in a coherent management approach.

The methods of defining R&M in statistical terms have not produced a satisfactory way of defining these
characteristics. Over the last few years there has been a growing realisation that a ne.; approach based
on reliability expressed in terms of performance and cost would have to be evolved. As a -esult the
emphasis on the statistical aspects of definition has been reduced and much more importance has been
placed upon improving management and engineering practices. It is now generally accepted that planninr
and management are vital factors in determining R&M. Thus by treating these as integral parts of the
total project activity, increases in reliability can be achieved and the cost of ownership reduced.

In the Procurement Executive we have been aware of the particular roles the User, Procurer and Contractor
have to play with regard to the attainment of R&M. There has been considerable progress in laying down
sound foundations for developing and manufacturing equipment the Services need, with the required
performance, reliability and quality. This progress has resulted in, amongst others, the publication of
Defence Standard 00-10 - General Design and Manufacturing Requirements for Service Electronic Equipment -

which include aspects of reliability; Defence Standard 05-21, Quality Control Requirements for Industry;
and the BS 9000 system for Components of Assessed Quality. There have also been many studies conducted
by the Procurement Executive into every aspect of R&M and work is still going on to provide the right
framework in which realistic R&M requirements can be stated and fully realised, together with the
equipments' other performance requirements.

The purpose of this paper is to describe the advances that have been made in the management of R&M on

avionic and guided weapon projects, and the work that still has to be done. These advances have taken
shape in the form of tie recently published document known as "DOAD 1/7? Technical Publication:
Achievement of Avionic Reliability and Maintainability Through Integrated Management"; it is now
Controller Aircraft's policy to apply these principles.

This document, unlike previous publications, attadks the management problems by bringing together a
great many R&M techniques and placing them into a framework which provides a uniform criteria for
management activity throughout the whole life of each project. This document is a biF step forward

in ensuring that R&M is managed in exactly the same way as other main performance characteristics. It
is also significant that the document is accepted by the User, the Procurement Executive and the major
companies in the UK Avionics Industry; but although it has been conceived in the field of avionic
systems, the message and general principles contained therein have a very much wider application.

EVOLUTION OF DeAD TECHNICAL PUBLICATION 1/7?

The document Lad its birth in 1976 when, after a presentation made to various senior members of the MOD
by GEC-Marconi Electronic.. Ltd, Controller Aircraft set up a joint MOD/GEC-Marconi Working Party to
study the proposals made by the Company. The Working Party in due course had its industrial membership
expanded to include staff from a number of major electronic and aerospace contractors representing their
industries as a whole. From the MOD there was an equally wide representation from the Procurement
Executive and the Air Force Department, with the Working Party being chaired by the Director General
Air Electronic Systems. The first issue of the document came out early in 1977 but did not include
the part covering maintainability aspects. After further work on maintainability, the document was H

-i,-_
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re-issued in March 1978 and now forms the basis of Con'-oller Aircraft's R&M policy on avionics and
guided weapon projects. His policy also recommends that the principles should be considered by Project
Directors on other types of projects. Supporting the Technical Publication is a set of supplementary
documents which have been prepared to provide managers with references to the R&M disciplines available
to them. These supporting documents were published in December 1978.

THE DCAD TECHNICAL PUBLICATION 1/77

As has been indicated, the publication sets out the method of integrating the R&M interests and
requirements of the User, Procurer and Contractor, in a continuous and evolutionary fashion. It also
explains how these aspects of equipment procurement must be considered in the course of the decision-
making proress from the outset of the project right through to its in-service stage. It clearly states
that it is the responsibility of the MOD(PE) Project Director to ensure that contracts embody the
appropriate R&M requirements, and that he must also ensure that these are compatible with the overall
project requirements and constraints. Furthermore he must co-ordinate all the activities directed
towards achieving these requirements.

The main aims of the Technical Publication are to focus the Project Director's attention on:

a. Those R&M ,ctivities which must be considered by the User, the PE and the Contractor when
defining the requirements for the equipment.

b. The maximum R&M likely to be achieved given the constraints of other factors.

c. What has to be done to achieve R&M requirements and writing this into the Development and
Production Specifications and Contracts.

d. What tests have to be conducted, and at what stage they should be conoucted, to verify and
demonstrate the achievement of the R&M requirements.

e. What has to be done to assess, and where necessary improve, the in-Service achievement,
particularly in those areas where the in-Service environment cannot be accurately predicted or
simulated during development.

These aims can be stated simply as Definition, Achievement and Verification, and these, together with
the management involvement of both the MOD(PE) Project Director, and the Contractor's Project Manager,
can be illustrated as shown below.

_e__e__op__ent_E1luon Productio

PART 2 PART 3 PART 4

The contents of the Technical Publication are divided into four parts:

Part I - A general introduction and definition of terms.

Part 2 - Deals with the R&M requirements to be considered by the MOD(PE) Project Director during
feasibility and project definition, and the response required from the Contractor. This
is an important stage because it is here that the R&M aims are turned into requirements
by a process of trade-off studies in reliability, maintainability, performance and cost.
It allows the designer to become aware of what is required, and for management to state

how these requirements will be achieved. The Contractor must, at this stage, motivate
his design and development engineers with a positive awareness of the R&M requirements,
and provide them with the resources and support needed to achieve them. Equally the
User must agree the balanr that is to be achieved between R&M in the light of his
in-Service resources and the operational environment.
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Part 3 - Defines the planning requirements for R&M, the preparation and control of these plans
and the assessment and verification of the achievement during the development and
production phases. The main emphasis is that R&M must be designed for, that the
design must be tested and any weaknesses overcome. Finally, there must be agreed
objective evidence, through demonstration, that the R&M requirements have been attained.

Part 4 - Deals with the assessment of the achieved R&M in service. When equipments go into
service inevitably there will be residual design problems which could not have been
fully identified during development. The User's engineering advisers have a

responsibility for providing the R&M data needed by the Contractor and the HOD(E)
to remedy these problems. Because of the Contractors' special knowledge of the
equipment they must state what data they need to ensure that any shortcomings can be
overcome quickly and effectively. The feedback of data from the Service User of the
equipment is a fundamental feature of this R&M strategy. It is essential for the User
to be fully committed to providing the data required by the Contractor if equipments
are to attain the reliability required: this is a responsibility that the User
cannot abdicate.

THE DCAD 1/77 SUPPORTING DOCUMENTS

These supporting documents are a source of information to Project Directors, Project Managers and their
staffs, whose projects invoke the requirements of the DCAD 1/77 Technical Publication. This supporting
documentation takes the form of a series of short documents dealing with the R&M elements referred to
in the Technical Publication. Each supporting document has a standard form and gives guidance on what,
why, when, how and who. These documents are not intended to be definitive statements on the subjects
they address, rather they identify other source documents which can be used for the technical achievement
of the R&M elements referred to in the Technical Publication. The contents of the supporting
documentation are:

Introduction Stress Level Verification Testing
Design Review and Appraisal Engineering for Maintainability
Review of Requirements Maintainability Prediction
Reliability Predictions Maintainability Demonstration
Trade-off Studies Vendor Control
Failure Modes and Effects Analysis Burn-In
Parameter Change Analysis Defect Reporting
Development Reliability Testing In-Service Data
Selection of Equipment Design Codes of Practice
Reliability Assurance Testing Training

IMPLEMENTING AND MONITORING THE DCAD 1/77

One of the important features of the Technical Publication is that it allows Project Directors and
Project Managers to have the flexibility to achieve the required balance between reliability,
maintainability, performance and zost appropriate to their projects. A number of projects have been
nominated by Controller Aircraft on which these procedures will be applied and these cover the main types
of avionic and guided weapon systems.

There is a clear and unambiguous commitement by the Air Systems Controllerate to the principles contained
in the Technical Publication and in their application to avionic and guided weapon projects, and every
encouragement is being given to Project Directors of other types of projects to use the document. Clearly
implementation of the principles will vary from project to project and within the Controllerate provision
has been made for expert help and assistance to be made available to Project Directors and their staffs
to obtain an effective approach to R&M. If the full benefits of this policy are to be gained it will be
necessary to monitor the effectiveness of the implementation of these procedures and to identify any area
where potential problems in applying this Document exist.

For this monitoring to be done effectively requires close contact with the projects where the principles
are being applied to be able to obtain objective evidence in the light of problems which may arise on a
particular project. Equally, industry has a vital part to play since they have to executive the strategy
of this R&M policy and it is hoped that they will monitor the effectiveness of this policy on their
activities. Finally the User, as has been stressed, must be as committed to this strategy as the PE or
Contractor, and he must ensure that he fulfills his commitments and make a contribution to the
monitoring of the implementation of these procedures.

To provide a forum for the discussion of problems of mutual interest concerning the overall policy and its

implementation a small liaison group has been proposed. It will be chaired by the PE and bring together
those who have a direct contribution to the implementation of the DCAD 1/77 policy with a membership
drawn from the PE, Industry and User.

It is also intended that the Liaison Group will report periodically to an Air Systems Co-ordinating
Committee. In addition the Liaison Group, through the Co-ordinating Committee, will report progress
being made with this policy to the Committee for Defence Equipment Reliability and Maintainability
(COMRM). This committee has the responsibility to survey Reliability and Maintainability practices
over the whole of th pOiy tus these reports will be a valuable contribution to the policies being
evolved with MOD as a whole.
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CONCLUSIONS

For far too long R&M have been given insufficient attention or left to the care of off-line bodies.
It has been very easy for equipment sponsors to set unrealistic R&N targets without being required to
justify these requirements in performance or cost terms. Likewise contractors have been able, using
statistical techniques, to show by prediction that these targets are attainable without any consideration
of the engineering or technological contraints which might limit the possible achievement of these
targets or make such targets not cost effective. The consequence of this has been, in general, a
failure to achieve specified reliability and maintainability requirements either in terms of system
availability, mission success, maintainability or logistic support.

The approach advocated in the DCAD Technital Publication comprises a set of management principles based
on the engineering concept that a good design taken properly into production is the only way to achieve
reliable and maintainable equipment at an acceptable cost of ownership. It is recognised that
reliability and maintainability cannot be divorced from performance or cost, and it is therefore
necessary to treat them in the same way as other performance characteristics, integrating the management
of them with that of the project as a whole: in other words reliability and maintainability by DESIGN
in every sense of the word.

The DCAD Technical Publication has already had wide acceptance in MOD(PE) not only in those areas
associated with avionics, but in areas concerned with aircraft equipment in general and electronic
procurement as a whole. For avionics and guided weapons the Air System Controllerate is firmly
committed to establishing the use of these principles and assessing their effectiveness, and giving
every encouragement and support to others who wish to apply them.

Equally strong is the commitment to see that R&M achievements are demonstrated prior to equipment being
offered to the User.

It is recognised that a consequence of this R&M strategy is a possible increase in cost and timescales.
The acceptance of such increases is a matter for the PE, but at least with the policy that has now been
adopted the potential increases in reliability and ease of maintenance can be assessed against any
consequential increases in procurement costs or timescale.

The reliability and maintainability strategy that has been adopted rests on a number of facts. The
integration of the management of reliability and maintainability with that of the project as a whole;
the attention to R&M from the earliest stages of design right through into Service life; the commitments
of the Procurer, Contractor and User to the attainment of R&M and the demonstration of these
achievements. On this foundation it is believed that equipments can be procured which gives the User
what he needs; Equipment that works reliably, when required, and at a reasonable cost of ownership.
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RELIABILITY AND SUPPORT DATA FOR STATISTICAL EVALUATION

by

Group Captain A.Andrews
Head of RAF Maintenance Data Centre

RAF Swanton Morley
Dereham, Norfolk

UK

SUMMARY

The ultimate test of reliability is experience in the field.
However equipment reliability is not an absolute property, it
interacts strongly with the environment. The relatively
uncontrolled environment in the field poses particular problems
in capturing and interpreting reliability and support data. The
organisation and procedures for aircraft data collection in the
UK Royal Air Force and Royal Navy are described, together with
the methods of storage, retrieval and analysis which have been
evolved in order to give a responsive service to military and
industrial agencies. Some principle applications of the data
as part of an integrated reliability management programme are
outlined. The problems of relating in-Service reliability to
inherent reliability as measured during development are discussed.

1. INTRODUCTION

1.1 The Maintenance Data Centre at RAF Swanton Morley in
Norfolk, England, is responsible for a management information
system called the Maintenance Data System (MDS). One of the
aims of the MDS is to provide reliability information for
engineering managers. Unfortunately reliability is not an
absolute property of an equipment; it is a characteristic which
interacts strongly with an environment which in Service it is
impractical to control and the results can be difficult to
interpret accurately.

1.2 This paper describes the procedures for collecting and
analysing reliability data in the Royal Navy and Royal Air
Force and some principal applications during an integrated
reliability management programme. The problems in collecting
and interpreting field data are discussed and difficulties in
relating it to reliability measured in the design and development
stages of new equipment are described.

1.3 It is unnecessary to emphasise the penalty of aircraft
unreliability for this symposium, but to summarise our problem in
the RAF, unreliability is the cause of a significant proportion
of our aircraft being unavailable for operations, the source of
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over half our maintenance manhours per flying hour and it costs

us over £200 million a year.

2. Defect Data Collection

2.1 So what do we at MDC do to help reduce the burden of
unreliability? The first thing we can do is to quantify the
problem. To measure a complex phenomenon like reliability, we
have found that it is not sufficient to take a sample, we need
to measure every arising. Defects reported to us occur at the
rate of 1 a minute or about 500,000 a year. This is a formid-
able input workload but even so the sample size on any particular
defect from which one aims to draw valid statistical conclusions
can be quite small. 100% defect data capture is therefore our
starting point.

2.2 Fortunately from our point of view tradesmen have to
record work done for safety reasons and we capture the information
simply by taking a copy of the job card. In order to tell us
what we need to know about each defect, each job card will have
25-30 entries to cover the information in Figure 1.

2.3 In order to complete a history of each defect, the key
elements of information are:

Symptom of Defect

Cause of Defect

Action taken to rectify Defect.

2.J4 This is a sound recording philosophy, but there is a snag;
that not all this information will become known at the same time
or place. The symptom will be found on the aircraft but the cause
of a defect may not be uncovered until the defective part has been
removed and repaired perhaps in the Station workshops or perhaps
at the depot or manufacturer, much later. In fact an average of
2 job cards are raised for each defect and we link them by an
unique identifier so that makes over a million job cards a year
to be collected (Figure 2).

2.5 In order to cope with this large volume of input, data
compression is essential and the information on each job card is
coded and retained on magnetic tape. This presentation is not
about computers so I will simply say at this point that at MDC we
have an ICL 1904S computer with 128K of store which operates in
batch processing mode. It has served us well but batch processing
limits the speed of response to requests for information to about
24 hours and we are in the process of upgrading the system to
achieve on-line access to the computer files.

2.6 Discretionary Narrative Reports

The defect job card reporting system is supplemented by narrative
reports which are raised if the originator believes a defect requires
a specific investigation. There are also defect-related incident
and accident reports which are raised for flight safety reasons,
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reports of foreign damage and so on.

2.7 These reports are microfilmed for storage, but to
ease retrieval they are indexed and abstracted on the computer

files which link job cards and related narrative reports. This
enables us to retrieve the complete reported history of a
defect arising (Figure 3).

2.8 The narrative report has an important function in
highlighting serious defects, but still too many engineering
managers and equipment manufacturers act as if this report
represented the sum total of defect experience, ie, no reports
equals no problems, but only 1 to 2% of defects are covered by
narrative reports. For accurate statistical interpretation
of Service experience therefore we must look to the analysis of
defect reports on job cards.

2.9 Defect Data Bank

To sum up the input stage, our Defects Data Bank consists of
some 2 years worth of data ie, over 2,000,000 records each with
25 to 30 pieces of information, which is readily accessible.
Older data is transferred to archival files which go back to
1972, so data is never lost. This is our data base from which
we attempt to measure the in-Service reliability problem.

OUTPUT

3.1 Now we come to the real pay-off, the output. We have
two main types of output:

a. Routine Outputs

b. An Interrogation Service

3.2 Routine Outputs

Like all similar data systems we have a family of routine
printouts to meet the specified needs of customers. This
includes periodic listing of defects and reliability summaries
of aircraft and major equipments, presented in various ways.
We also have "standard" printouts produced on demand but to a
standard layout such as the "Case History" of a defect.

3.3 These outputs are intended for particular applications
but they lack flexibility, indeed they can be positively
miselading if used for a purpose for which they were not
designed.

3.4 The Interrogation Service

For this reason, we much prefer the customer to explain his
problem to us so that we can produce an answer to meet his
specific requirements. To help us to do this we have a
system which enables us to control our data retrieval to suit
the task and provide an individually tailored answer to every
customer. We call this the Defect Interrogation Process (DIP),
thichis the basis of the Interrogation Service available to any
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entitled individual or formation, military, Ministry or
manufacturer. The Interrogation Service is a valuable customer
service which we have developed to a greater extent than any other
information system we know of. Its popularity is such that 45%
of computer processing is for interrogations, compared to 2% for
routine outputs.

3.5 It works like this. The customer is put into contact
with a member of staff whose job it is firstly to help him ask the
right question, and secondly to frame a suitable interrogation
to meet the enquirer's needs. The Interrogation is set out in
three stages:

Stage 1 specifies the Job Cards to be called up.

Stage 2 specifies the Fields to be copied from them.

Stage 3 specifies the order in which they are printed.

3.6 Thus we can if we wish interrogate on aircraft operations
only on a particular Station between specified dates. We can
limit our Job Cards to those raised on defects found during Flight
Servicing or when a Mission failure resulted; we can provide
lists of defects where the faulty component had to be replaced;
the number of permutations at our finger tips is virtually endless.
And having interrogated on these selected Job Cards we can have our
data printed out as we wish in chronological order of occurrence,
or in order of increasing Item usage,or with all similar symptoms
grouped together; the choice is ours.

3.7 Consider again the list of Job Card contents at Figure 1.

We can Interrogate on Aircraft type. Print out the defects under
the various headings of When/How Found and we have an operational
picture we can use in our Scheduling. We can specify one Aircraft
Tail Number, print out all the defects in order of ascending
airframe hours and we have a ready record of that Aircraft's
defect history - this has been used to assist in an Accident Board

of Enquiry. We can specify an Engine type, and printing out all
its defects in ascending order of running hours gives us the basis
for a lifing exercise. Printing them out again, this time in

Section/Reference Number order of the defective component and we
can see which parts give the most trouble. So in preparing a
maintenance policy for a new aircraft we can answer questions like
"does failure mode have a direct effect on operating safety?" and
"Is there an adverse relationship between Age and Reliability?"
with some confidence. So we can now measure reliability in
numerous ways.

3.8 Incidentally there is no need at all for a request for
data from MDC to be made in a formal manner; a telephone call is
perfectly adequate, any authorised user in government or industry
has free access to our Data Bank. We get some 15 to 20 tasks per
working day.

3.9 Who wants data from MDC?
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The latest breakdown of tasks by customer grouping is:

Defence Ministries and Air Commands 28%

RAF Stations and Units 25%

Project teams 22%

Industry 14%

Royal Navy 11%

100%

The task loading from the Stations and Units is particularly
welcome because these are the people who put the Data in and
it is heartening to be able to show that they get something
back for their efforts.

3.10 What do they want data for?

This is how our latest Analysis appears:

Individual Defects; Fault Diagnosis 30%

Servicing and Lifing of in-Service aircraft 15%

Reprovisioning for current aircraft 15%

Families of defects 11%

Statistics, modelling data 10%

Modifications 8%

Scaling future aircraft 4%

Internal tasks 7%

4. APPLICATIONS OF RELIABILITY DATA

4.1 The importance of avionic reliability has recently been
emphasised in the UK by the issue of a publication DCAD 1/77
by our MOD Procurement Executive. This sets out the principles
for achieving reliability through integrated management on the
part of the Service user, the Ministry of Defence Procurement
Executive and Contractors involved. What do we mean by
integrated management? Well DCAD 1/77 does not state new
requirements; it introduces the concept of a continuous and
evolutionary approach to reliability as an integral part of any
project with significant development content, from Staff Target
through to acceptance into Service. In fact in each develop-
ment, the application of MDC data has a vital role. This
paper allows scope only for a description of the application;
the statistical treatment would in each case take a separate
paper.

4.2 Pre Staff Target.

Operational analysis studies are usually carried out with the
aid of mathematical models for which we provide input data.
This helps to shape the staff requirement and determines what
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type of aircraft and also the number which would more effectively
meet the operational task.

4.3 Staff Targets and Requirements.

In the formulation of staff targets and requirements MDC data is
used to set realistic R and M levels. This is particularly
important if some kind of contractual agreement is sought as the
user has to be confident that the improvement he seeks will provide
an adequate return on the reward he offers, while the manufacturer
has to be convinced that the targets are achieveable. However
there are demonstration problems which will be enlarged on later.

4.4 Equipment Selection.

A major contribution by MDC is in the selection of equipment;
historic experience often gives a good guide as to which components
or design concepts are to be avoided or preferred.

4.5 Maintenance Policy.

In planning stages for acceptance into Service, field data provides
an essential input to the decision process for determining the
maintenance policy, numbers of equipment to be purchased, scales
and location of test equipment. Again mathematical models are
used to simulate the engineering and operational environment, and
generate cost options which indicate the most economic maintenance
policy.

4.6 Entry Into Service.

Field data is used to compare the actual performance of the equip-
ment against the design requirements. Early in-Service it is
used to highlight problem areas for intensive development in order
to achieve predicted levels as quickly as possible.

4.7 In Service Monitoring.

Later in-Service, performance is monitored so that engineering
effort may be concentrated on the most rewarding areas, bearing in
mind operational and flight safety factors. The validity of the
servicing schedule content is reviewed. The cost effectiveness
of proposed modifications is assessed. Component life can be
extended with confidence. Using pre-set alert levels which, if
exceeded trigger an automatic output from the computer, we can
detect incipient problems before they reach crisis proportions.
The effectiveness of the supply support can be monitored by
recording the incidence of robbing. The data can also be used
to monitor the quality of repair of equipment received from
manufacturers and maintenance Units.

5. LIMITATIONS OF DATA RECORDING IN SERVICE

5.1 W find that our data is being used more and more
extensively by manufacturers but sometimes there is disagreement
on the validity of the data we collect. In particular, in
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comparison with the manufacturers predictions and development
experience, reliability data collected in the field is
invariably more pessimistic.

5.2 Now there are undoubted problems in capturing accurate
data in the field; you have to depend on tradesmen who are more
interested in completing work on the aircraft than filling in
forms.

5.3 We invest a very considerable effort to obtaining good
input quality and in fact half our running costs are devoted to
this objective. Each job card, containing some 110 alpha-numeric
characters after coding, is subject to a rigorous series of
computer controlled checks at MDC which produces about a 5%
rejection rate, which is not bad particularly as most of the errors
can be corrected locally. Nevertheless there is much to be done
to improve input quality. Our efforts must start with the
tradesmen who provide the data, and as already indicated we try
hard to provide useful feedback to Operational Stations to
convince them of the value of accurate input. In the long term
we aim to introduce computers for engineering management at
Station level and we believe that the involvement of tradesmen in
local defect data processing will be a powerful stimulus to
improve quality. We find that the main sources of error are:

(a) Corruption of the 'linking' process between
associated job cards. This breaks the defect loop
creating spurious arisings and an incomplete defect
history.

(b) Lack of Feedback of defect data from Manufacturers
who repair our equipment. Again this results in
incomplete defect history and sometimes there is a
significant proportion of arisings whose cause is
"not known".

(c) Recording and Coding errors. Despite the
validation checks at MDC there is a proportion of
incorrect or ambiguous data input to the system.

(d) Data Lag; an adherent penalty of a batch processing
system. Most job cards are received in a few weeks but
it takes up to 3 months to acquire 95%+ of the data

which we consider to be a workable data base (Figure 4).

6. COMPARISON OF DIFFERENT TYPES OF RELIABILITY

6.1 We recognise that there are some errors in field recording
and we are progressively reducing them. However it should be
accepted that they are not the main cause of the discrepancy
between the manufacturers predictions and Service experience. The
problem arises from the fact that the Services measure a different
form of reliability. Various definitions are in use, but
essentially the distinctions are:

(a) Operational or Logistic Reliability is measured
in the Service, and this is the type of reliability
which recognises the effect of all occurrences which
place demands on the logistic support systems. So



43-8

its the reliability you require when assessing (say)
spares and manpower requirements.

(b) Inherent reliability is predicted and measured by
the manufacturers during development testing, in general
this includes only those failures which are confirmed to
be attributable to design and manufacturing quality errors.

6.2 The differences between logistic and inherent reliability
are as follows:

(a) Definition of terms - there is seldom an exact
agreement in what constitutes and attributable failure.

(b) Rating - field recording systems tend to rate
globally by flying hours rather than individually in
running time except where an elapsed time indicator is
fitteA.

(c) Arisings in downtime - significant in Service but
difficult to reproduce in development.

(d) Equipment Environment - in development it is difficult
to reproduce accurately the effec-t of temperature, vibration,
humidity, spiking power supplies to which in-Service equip-
ment is subjected.

(e) Servicing Environment - the manufacturer prefers not
to recognise failures arising from servicing problems such
as mishandling, faulty diagnosis but often he is partly
to blame (inadequate test equipment, schedules, access,
carrying handles, poor location etc).

f) Secondary Damage and Interface Failures - genuine
logistic failures but difficult to predict in
development.

6.3 Taking all these factors into account, it is evident that
the relatively poor showing of equipment in the field is inevitable
and should not be the cause of recrimination by the User Service
with the manufacturer, for falling down on his predictions on the
one hand, or by the manufacturer with the Service field recording
systems for inaccuracy on the other.

6.4 As Logistic Reliability includes Inherent Reliability plus
other elements, it ought to be possible to establish a relationship
between the two. Indeed it is important that we do so, as only
then will manufacturers be content to accept contractual reliability
requirements based on in-Service experience; and a worthwhile
penalty or incentive contract on reliability is needed to reverse
the present anomalous situation under which manufacturers are actually
rewarded for unreliability by larger repair contracts.

6.5 In practice of course it is extremely difficult to establish
such a relationship, and contractual reliability arrangements tend
to be associated with the artificial but controlled environment of
development testing. Field data recording has been used as the
basis of an incentive contract for the RAF's Hawk trainer aircraft,
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but the manufacturer reasonably wishes to exclude those defects
for which he does not consider himself responsible eg, secondary
damage. In practice this means that the attribution of
responsibility for each defect will have to be made individually
as the defects arise, by a committee on tha reporting Station;
a costly process which could be avoided if the relationship
between the different types of reliability was better
established.

7. CONCLUSION

7.1 It is said that good decisions are born of 10%
inspiration and 90% information. MDC's task is to provide the
information. For this purpose we aim for 100% defect data
capture and provide a powerful and flexible data retrieval
system, used by experienced engineering staff, which enables us
to process the data in many different ways and produce outputs
tailored to the needs of the engineering managers who use us.

7.2 Field data has an important role in any integrated
reliability management programme, from preliminary studies through
to the in-Service phase of a project; indeed a commitment on
the part of the user to collect such data is an essential part
of the programme.

7.3 However there is a discontinuity between measured
reliability at the development and in-Service phases, which arises
from the fact that there is no quantified relationship between
inherent reliability and logistic reliability, although there
is obviously a dependenc, between the two.

7.4 If we are to introduce contractual reliability
incentives based on the "acid test" of Service experience we
have to do more work to establish a correlation between develop-
ment and in-Service reliability data.

7.5 Equally we need to improve the completeness and accuracy
of field data collection, primarily by motivating the traresman
who originates the job cards, by providing useful feedback and
involving him in local ADP data processing. These are all
subjects of joint interest to member Nations, which I am sure
would benefit from a continuing exchange of experience.

I
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DISCUSSION

H.S.Balaban, US
A universal problem for US military data collection systems is accurate measurement of equipment operating time,
especially for the equipment which has not failed.

Accurate measurement is necessary for contractual guarantees such as on operational MTBF.

Author's Reply
The RAF/RN has the same problem. The Maintenance Data System has provision for recording operating time
where an elapsed time indicator is fitted. Whether this is fitted or not is a matter for the materiel office.
Equipments which have not failed would of course not come to the notice of the Maintenance Data System,
although the system could identify, by exception, which they were. Given a reasonably long measurement period,
I would have thought that the number of equipments not subject to defect would have been small, and that
suitable adjustments could be made to allow for the exceptions.

H.Gross, Ge
When evaluating the operational data collected in the German Air Force, it can be observed that the influence of
non-technical factors such as season (summer/winter), wing base etc. tends to gain a higher significance than the
technical factors themselves and thus may cause misleading evaluation results.

Do the evaluations performed in the RAF Maintenance Data Centre encounter similar problems?

Author's Reply
Non-technical factors do strongly influence defect rates although I would not agree that they have a higher
significance than technical factors. The climate affects both the environment humidity, water in cockpit etc.
and sometimes the flying rates so it does have an effect, but from a logistics point of view this is a genuine
change which the defect recording system should recognise. Iluman factors have an influence e.g. inexperienced
aircrew or servicing personnel but for reliability assessment we use only confirmed defects i.e. those for which
the existence has been confirmed during rectification, in order to minimise some of the human factors.

I
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COMPUTER SIMULATION MODEL OF THE

LOGISTIC SUPPORT SYSTEM FOR ELECTRICAL

ENGINEERING TEST E(QUIPMENT

by

Squadron Leader C J P Haynes
Chief Scientist (Royal Air Force) Department
Ministry of Defence, London, UK

SUMMARY

Electrical engineering test equipment (EETE) is a unique subset of the broad
spectrum of avionic repairable equipments. In general avionic repairable equipments
require a support organisation for the repair of random defect arisings but E TE is
unique in that it also requires periodic recalibration and thus an additional facility
in the support organisation. In the past, the Royal Air Force provisioning formulae
for spares requirements in support of the maintenance system for EETE have been
extremely simple. This very simplicity has led to doubts as to their adequacy for
provisioning spares for the whole range of EFTE. A simulation model of the
existing logistic support system for test equipment has been developed as a research
tool for evaluating the adequacy of analytical provisioning models. Two further
simulations have been developed to model alternative logistic support systems and
to compare these with the current maintenance organisation. The present logistic
support system, the development of the three simulation models and their potential
uses are discussed in this paper.

Abbreviations

EETE Electrical engineering test equipment

TESU Test equipment support unit

INTRODUCTION

For repairable avionic equipment it is necessary to have an associated logistic
support system. To set up such a system requires decisions to be made as to the
depth of repair to be undertaken at different echelons of the organisation, what
proportion of reoair, if any, should be done in industry and what level of spares
holdings should .,e procured to support the proposed system. For the broad spectrum
of avionic equipments in service in the Royal Air Force these decisions are made
with the assistance of a series of computer based mathematical models. These models
have not, however, been used for one particular family of equipment, namely
electrical engineering test equipment (EETE). In one respect at least, the
logistic support system necessary for EETE is more complex than is the case for other
avionic repairable equipment. Both suffer from random defects which need to be
repaired but EETE also requires periodic reotalibration. This adds an extra facet
to the maintenance organisation.

Despite the more complex nature of the support organisation for EETE, the
methods use- by the Royal Air Force to calculate the requirement for spares have,
in the past, been much simpler than the mathematical miodels used for other
repairable equipment. Phis is, perhaps, not surprising in that the effect on the
operational task of having too few spare test equipments is not usually as immediate
or serious as the effect of having too few spare aircraft components. Nevertheless,
the investment in ETE is considerable. In the Royal Air Force there are more than
4000 different types of test equipment varying in number from single figures to
thousands of each type. The total inventory is valued at more than £60M with a
correspondingly large annual maintenance budget.

It was decided therefore that the simple methods used to calculate the
requirements for test equipment spares needed investigatin' to determine whether or
not they were adequate. At the same time a means of assessing the merits of
alternative logistic support systems was needed. It was decided that nomputer
simulation models of the EETE logistics support system would meet both of these
needs.

The aim of this paper is to describe the development of the models and the
uses to which they can be put, illustrating the discussion with a simple example.
Our intentions for the future use of the model will be outlined.

LOA,
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TH E TE LOGISTIC SUPPORT SYSTEM
Firstly it is necessary to explain the existing logistic support system for a

typical item of test equipment. A simple flow chart of the system is shown in Fig 1.

Direct i-xchange Recalibration

Numbers of each type of test equipment are in use in various user units. The
numbers authorised will be referred to as the "scale". For any particular piece of
test equipment there is one calibration agency which is scaled with a pool of spare
test equipment in order that it may operate a direct exchange scheme. This scheme
works as follows. When an in-use item of test equipment nears the date for
recalibration the user unit informs the calibration agency. They take an item
from the calibration pool and if it needs calibration, which is usually the case,
calibrate it. It is then dispatched on the next run of the dedicated transport
to the user unit. On arrival at the unit the calibrated piece of test equipment
is exchanged for the "out-of-calibration-life" item. The latter is then returned
to the calibration agency. Once there, it is put into the calibration pool in an
uncalibrated state, where it will remain until needed to satisfy a similar
requirement in the future.

Loan Recalibration

The first complicating factor in the calibration system occurs when the
calibration agency is unable to provide a direct exchange service. This can happen
either because there are temporarily no items available in the calibration pool or
because the chosen replacement item is found to be defective during calibration.
In either event loan recalibration then takes place. This involves the "out-of-

calibration-life" item being collected from the user unit by the next routine
transport run. It is then returned to the agency, calibrated and sent back to the
user unit on the subsequent routine run. For the intervening period the user unit
is without the item, hence the term "loan recalibration."

Difficulties in Analytically Modelling Recalibration

This differentiation between direct exchange and loan recalibration is
difficult to represent analytically. There is a known calibration arising rate
and at first sight it appears possible to calculate a fill rate corresponding to a
given pool size. Unfortunately, non-fills from the direct exchange pool result in
loan recalibration which makes no demands on the pool thus modifying the effective
arising rate as observed by the pool. But the state of the pool at any particular
point in time is what determines the arising rate of loan recalibrations. -ohis is
one of a number of complicating factors which make an analytical model of the process
difficult to determine and to validate.

Repair

In common with any other form of avionic equipment, EETE suffer from random
defects. Some of the minor defects may be repaired at the user unit provided
repair does not require subsequent recalibration. The remainder of defect arisings
are sent to a repair agency, usually in industry, for repair and recalibration. At
the same time the user unit demands a replacement from the supply depot which has a
repair pool provided for this purpose. Once the defective item has completed its
repair it is sent from the repair agency to the repair pool at the supply depot.

Some items are also found to be unserviceable during recalibration at the
calibration agency. Minor defects can be corrected at the calibration agency but
the remainder have to be returned to industry for repair. In this situation the
calibration agency demands a replacement from the supply depot to replenish the
calibration pool. This interaction between the calibration and repair aspects of
the maintenance organisation further complicates the development of truly representa-
tive analytical models.

Present Method for Calculation of Pool Sizes

The present method for calculating the number of items to be procured for the
calibration pool is tied to the periodicity of recalibration. If the time between
calibrations is 6 months then the calibration pool is set at 20% of the inuse scale.
With an annual recalibration periodicity the pool is set at 10% of the inuse scale
and with a 2 year cycle the figure is 5%. The repair pool is set at 10% of the
inuse scale. These formulae are summarised in Fig 2. These fixed percentages are
not rigidly adhered to where the total number of articles in use is small.
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It might be reasonable to use a fixed percentage for the calibration pool size
since although actual bench times for calibration vary from one type of equipment to
another this represents only a small fraction of the total out-of-service time. This
includes transit time, administrative time, queueing, etc and may be substantially the
same for different types of equipment. However, the incidence of calibration failures
varies from equipment to equipment and must in turn vary the incidence of loan recali-
bration. Thus, setting the calibration pool numbers as a fixed percentage of the inuse
scale seems unlikely to give similar levels of system performance, as observed by the
user unit, for different types of equipment.

For repair pool calculations it is clear that arising rates and repair times will
differ from one type of equipment to another. Therefore it seems unlikely that setti:,g
the repair pool size as a fixed percentage of the inuse scale would be satisfactory for
the whole range of EETE.

Clearly, more sophisticated mathematical formulae for calculating pool sizes could
be developed but because of the complexity of the system such models would inevitably
make a number of simplifying assumptions. We needed a means of judging how representa-
tive any analytical models would be. Furthermore we were interested in investigating
the effects of some fundamental changes in the logistic support systems. It was
decided that the best means of satisfying both of these needs was to develop computer
simulation models of the EETE logistic support syrtems.

SIMULATION

A simulation is a computer model of the logical interactions between the separate
functional elements of the system being modelled; random sampling techniques are used to
simulate the variabilities of the real world. The variables within the model do not have
to conform to well known parametric frequency distributions and the assumptions made about
the relationships between the variables can be much less restrictive than in analytical
models.

Simulation of the Present ("Normal") Logistic Support System

In that a simulation mirrors the logical interactions of the real world, the des-
cription of the logistic support organisation (Fig 1) can serve equally well as a des-
cription of the simulation logic. The basic simulation (which in future will be
referred to as the 'Normal' version) therefore includes all those aspects of the EETE
maintenance organisation which have already been described: direct exchange recalibra-
tion, loan recalibration, industrial repair, supply depot and appropriate transporta-
tion systems. Furthermore, all the significant real world constraints, such as maximum
floor loadings, are also incorporated in the model. Defect arisings are generated
within the model as a Poisson process.

Additional Versions of the Simulation

In addition to the Normal version of the simulation, the model has been extensively
modified to create two further simulations. These have the function of modelling hypo-
thetical changes in the EETE maintenance organisation.

Calibration on Receipt Version.

Under the present system the bulk of the items in the calibration pool are in an
'uncalibrated' state. In this way equipment is only calibrated shortly before dispatch,
thus giving a maximum useful calibration life at the user unit. However, when items fail
recalibration it is necessary to undertake loan recalibration which is less satisfactory
from the user's point of view. An alternative approach would be to maintain a pool of
calibrated equipment by recalibrating items as soon as they were received from the user-
unit (see Fig 3)- It was thought that this should lead to a lower incidence of loan
recalibrations but, because of the time spent in the calibration pool, provide a shorter
useful calibration life. To compare the merits of this "Calibration-on-Receipt" system
with the Normal system a second version of the simulation was developed incorporating
all the changes implied by this alternative procedure.

Test Equipment Support Unit Version.

At the time of writing the first two simulation models, a radical change in
logistic support organisation was being considered. The idea was that the functions
of recalibration and repair should be combined at a single location, a test equipment
support unit (TESU). Ihis unit would carry out all the maintenance functions necessary
to support a particular type of EETE except for those previously performed by the user
unit. The calibration and repair pools would be amalgamated at the TESU which would
offer a direct exchange service for both recalibration and repair arisings. The
attractions of such a scheme are reduced transportation, reduced turn-round times and
reduced holdings of spare EETEs. The most obvious disadvantages are increased capital
investment in in-service facilities and a necessary increase in both the range and
quantity of piece part spares needed to support in-house repair. A third version of
the simulation (see Fig 4) was developed to model this TESU concept.
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Validation

Validation of any simulation is always a difficult problem. In this case it
involved three stages.

a. Painstakingly going through the simulation logic to ensure that its main
features accorded with the real life situations it was intended to model.

b. Satisfying ourselves that the simplifying assumptions implicit in the model
would not seriously affect the models representation of real life (most simulations
include simplifying assumptions but they are usually much less restrictive in
nature than those made in analytical models).

c. Running the models using representative input data and checking that the out-
put was consistent with our expectations. In the case of the Normal version of
the model this process was aided by comparing the outputs with observations from
the real system.

These three stages of validation were carried out on all three models and no reason to
doubt their validity emerged. However, it must be said that so far the simulations have
only been run using the input data for one partIcular type of EETE, albeit a fairly
typical example.

Simulation Outputs

The data used for validation purposes was also used to generate the typical out-
puts described below. It was also the data on which the example of use of the models,
discussed later in the paper, was based. The data was that for one type of equipment
in service for which the inuse scale was 251 and the value, £350 each. The recalibra-
tion period for the item was 6 months and there was a mean of 55 industrial repair
arisings per annum. In line with present scaling policy the number of spares allocated
to the calibration pool was 20X of the inuse scale ie 50. Similarly the repair pool
scaling was 1M of 251 ie 25, making a total inventory of 326 items.

A wide variety of outputs could be taken from the simulations, ranging from an
extremely detailed record tracing the progress of every individual item of EETE to a
brief summary of the overall system performance.

There are two main outputs currently generated by the simulations. The first is a
record of the number of equipments in each possible location sampled once every
20 working days. This information is then manipulated into histogram form showing the
frequency of observing a particular number of equipments in each location. An example
of this is given at Fig 5, where the output is the histogram of numbers of equipments
in use at user units. As shown in Fig 5, this can also serve as a histogram of the
'numbers out of service' since the numbers out of service can be equated to the inuse
scale minus the number actually inuse.

The second form of output is a summary of the number of transactions of each type
during the period of the simulation under review. This output is then changed into
monetary units by ascribing a cost to each different type of transaction (see Fig 6).
For example, in the figure for the cost per repair would be included manpower costs,
piece part spares cost, overheads etc. The cost of all transactions are then totalled
over a ten year period (a reasonable timescale for amortizing the purchase of the items)
and added to the capital cost of the equipment to give a life cycle cost. Finally in
this same summary output two further measures of performance are recorded; the number of
direct exchange recalibrations versus the number of loan recalibrations and the number
of defect replacement demands met immediately from the repair pool versus the number
that could not immediately be satisfied (the supply depot fill rate). Both of these
outputs are measures of how adequate are the numbers of spares in the calibration and
repair pools.

Measures of System Performance

From the outputs ment~ned above three major measures of system performance
emerge:

a. The life cycle cost of the equipment for a given logistic support system.

b. The frequency distribution of the numbers of test equipments in use. The
user units are scaled to hold a set number of test equipments and are not
entitled to hold any spares. Because of the occasional need for loan recalibra-
tion and the temporary loss of equipment due to inuse defect arisings there are
usually less than the 'scaled' number of test equipments actually inuse. The
mean number deficient (the number out of service) is a measure of the effectiveness
of the logistic support system.

&
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c. The direct exchange/loan recalibration ratio and the supply depot fill rate.
These measures are secondary in the sense that changing the number of spare items
is reflected in both the life cycle cost and the mean number out of service.
However, both ratios are useful in that they indicate whether spares provisioning
is of the right order and whether the apportionment of spares between the calibra-
tion and repair pools is in balance.

EXAMPLE OF USE OF THE SIMULATIONS

At this stage, development and validation of the simulations has only recently
been completed. Few results are available to illustrate the use of the models.
However, one simple example of their use in choosing between alternative logistic
support policies can be given. For the purpose of this example data on the single
item of test equipment, described in the sample outputs, was used.

The simulations were run using the input data appropriate to this equipment. Each
version of the simulation thus produced a figure for the life cycle cost of the item
and the mean number out of service for that particular logistic support system. These
results are tabulated in Fig 7. Since the 3 different options, Normal, Calibration-
on-Receipt and TESU all result in different life cycle costs and different mean numbers
out of service, choosing between them on this basis can be difficult. The TESU system
appears to be the best since it is both cheaper and more effective than the other two.
But choosing between these two is impractical because Normal is more effective but with
a higher life cycle cost.

The next step was to vary the number of spare items in the system thus varying both
the cost and performance for each alternative. The range of cases considered is tabu-
lated in Fig 8. The ratio of calibration pool size to repair pool size was maintained
at 2:1 for all cases. It was recognised that this would lead to sub-optimal solutions
for a given total number of spares available and that for true comparison the ratio
would need to be varied in each simulation till a near optimal solution was obtained.
If executive decisions were to be madp - the basis of these results then this additional
refinement would have been necessary. ice the purpose of the results was merely to
demonstrate use of the models the 2:1 io between pool sizes was kept constant.

Running all three versions of the simulation with the 4 levels of spares scaling
resulted in 4 data points for each version to plot on the graph, Fig 9. Using this
sort of graph one can choose between logistic support systems either by setting a
maximum life cycle cost and selecting the system which gives minimum mean number out of
service or conversely by setting a minimum level of performance and choosing the system
which achieves that level at least cost. Again the TESU concept appears best under
either set of conditions but choosing between Normal and Calibration on Receipt would
depend on what constraints on cost and/or performance were imposed.

Assessment of Analytical Models

The other use for which the test equipment logistic simulation was developed was to
provide a means for assessing the adequacy of analytical models for scaling spares
holdings. Work is progressing in this area but for the present it is sufficient to say
that modelling the repair aspects analytically seems to be relatively straightforward
and good agreement between analytical model predicitions and simulation outputs has
already been observed. Analytical models of the recalibration process are much less
easily constructed because of the more complex nature of the interactions involved,
particularly those between the direct exchange and loan recalibration processes. It
is thought that this aspect may be regarded as analagous to the "lost order" situation
in inventory control where orders which are not immediately satisfied are lost rather
than held awaiting future satisfaction; it has yet to be demonstrated that such an
approach is appropriate to the test equipment recalibration situation.

Use of the Simulation Models for Provisioning

An alternative to using the simulations to assess analytical provisioning models
would be to use the simulations as provisioning models in their own right. With over
4000 different types of EETE, use of simulation models, which take a long time to set
up, run and interpret, would be both expensive and impractical. Analytical models,
once developed satisfactorily, are almost invariably preferable for this type of work.

CONCLUSIONS

EETE is a unique subset of the broad spectrum of avionic repairable equipment.
It is unique in that as well as requiring a repair organisation it also demands re-
calibration facilities. Both of these maintenance functions have to be supported by an
appropriate buy of spare items if the user is not to be unduly inconvenienced by the
loss of equipment requiring maintenance. Formulating analytical provisioning models
is made difficult by the complex nature of the maintenance operation. Simulation models
of the EETE logistic support system have been developed as research tools for assessing
how representative an analytical model is. Use of the simulation models directly for
provisioning purposes would be uneconomic.
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The simulation model has been developed in three versions representing different
support policy options: Normal, Calibration on Receipt and TESU. It has been demon-
strated that these models can be used to choose between alternative support policy
options. In this respect the models could either be used to assist maintenance
policy decisions when the procurement of a major new type of test equipment is
envisaged or by evaluating a range of typical equipments assist in framing general
policy for logistic support of EETE.

In the field of analytical provisioning models, development will proceed until
adequately representative models are achieved.

DELAE E FETNTSN LCEET

USER UNITS

CALIBRATION ARISINGS CALIBRATION REPLACEMENTS -

A WAIT DIRECT

EXCHANGE

CALIBRATI I EM No CALIBRATE ALBATO
t~CLBAE CALBRTIN INUSRIL

FALIBRURE REPAIR

REPAIRCEMENTS

SSUPPLY DEPOT

SPARES PCOL

FIG.1 Flow Diagram of the Present ("Normal") Logistic Support
System for Electrical Engineering Test Equipment
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1. Calibration Pool Scale

Calibration Periodicity Calibration Pool Scale as a
Months % of In-use Scale

6 20%

12 10%;

24 5%

Repair Pool Scale

2. The repair pool scale is set at 10% of the inuse scale.

FIG.2 Current Basis for Calculation of Spares Pool Scalings

DEFECT ARISINGS D EFECT REPLACEMENTS

CALIRATIN UER UITSCALIBRATION REPLACEMENTS

ARISINGS

i AWAIT DIRECT

EXCHANGE
TRANSPORT

UCC SSFUL PO

ITEM PO

NO
CL INTO CALIBRATION

C lBRATO YES EARFAILURE
AGENCY T AIRTO REPLACEMENTS

REPAIR?

SINDUSTRIAL SUPPLY DEPOT _

REPAIR SPARES POOL

FIG.3 Flow Diagra of the 'Calibration on Receipt' Logistic
Support System for Electrical Engineering Test Equipment
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DEFECT ARISINGS

USRUNT REPLACEMENTS

CALIBRATION ARISINGS UE NT

I

TESU CALIBRATE

REPAIR ITEM

II

NO ALBAI YES TESU SPARES AWAIT DIRECT

UCESF POOL EXCHANGE

?OO TRANSPORT

FIG.4 Flow Diagram for the 'Test Equipment Support Unit (TESU)'

Logistic Support System for Electrical Engineering Test
Equipment
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TEST EQUIPMENT SIMULATION

ARISINGS AND TEST EQUIPMENT COSTS

CALIBRATIONS 5602 0 L 6 ..... £ 53612
STATION REPAIRS 0 @ £ 0 ..... £ 0
CAL AGENCY REPAIRS 4006 @ £ . £ 16024
INDUSTRIAL REPAIRS 679 @ £ 150 £101850
COST OF TEQW IN SYSTEM 326 @ £ 350 ..... £114100

SUBTOTAL ... £265586

MOVEMENTS BETWEEN:

BASES AND ESD 115 @ £ 2 ..... £ 250
BASES AND CAL AGENCY 12149 @ £ 2 ..... £ 24298
BASES AND INDUSTRY 177 @ £ 2 ..... £ 354
ESD AND CAL AGENCY 419 @ £ 2 ..... £ 838
ESD AND INDUSTRY 556 @ £ 2 £ 1112
CAL AGENCY AND 626 @ £ 2 ..... £ 1252

SUBTOTAL ... £ 28084

TOTAL COST ..... £293670

Percentage of Recalibrations which are Direct Exchange 81%

Percentage of Defect Replacement Demands met Immediately
from Stock (Supply Depot Fill Rate) 78%

Abbreviations
CAL AGENCY Calibration Agency
TEQW Test Equipments
ESD Equipment Supply Depot

FIG.6 Typical Simulation Output - Life Cycle Cost

SYSTEM Calibration
NORMAL on TESU

Receipt

Mean Number
Out of Service 12.3 16.5

Life Cycle
Cost £292K £273K £228

FIG.7 Table of Comparative Results for the Three Test Equipment

Logistic Support Simulations

,,,
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SCALES

INUSE CALIBRATION REPAIR TESU
CASE I POOL POOL POOL

Normal 251 20 10

Calibration on 251 20 10
Receipt

TESU 251 30

CASE 2

Normal 251 36 18

Calibration on 251 36 18
Receipt

TESU 251 54

CASE 3

Normal 251 50 25

Calibration on 251 50 25
Receipt

TESU ?5

CASE 4

Normal 251 70 35

Calibration on 251 70 35
Receipt

TESU 251 105

FIG.8 Input Data on Spares Scales Used to Achieve Cost Versus

Performance Data
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DISCUSSION

M.B.Kline, US
In your initial flow chart you stated that -hen a test equipment was returned for calibration it was only calibrated
later when there was a demand for it. You later stated that you examined the situation where it was calibrated
immediately upon return. By not calibrating it immediately, one runs the risk of having a defective equipment
later on when it is calibrated. Can you comment on this?

Author's Reply
We developed a second simulation to avoid keeping potentially defective items in a pool without them being
lookcd at. As it turned out on the particular item that we chose, the difference between the two models didn't
appear to be significant. I suspect that the reason is that when calibration is as short as it is, 6 months, and the
scalings are relatively low, that the items spend little time in the pool and the difference between the 2 systems
is not all that marked. We have only run this with one set of data at the moment because it is a new development,
but I believe that this is something which should always be watched.

R.Voles, UK
In practice, the calibration agency will have a limit to its throughput rate. This will generate queues if the first
strategy is used and will increase the mean unavailability time. Does i* follow that an appropriate mixed strategy
would be better?

Author's Reply
Certainly there are limits on the throughput of the calibration agency and limits on the floor loading were a
feature of all three simulations. It is possible that a mixed strategy of a compromise between "calibration on
request" and "calibration on receipt" might be better. This would require modification of the existing models.

P.D.T.O'Connor, UK
Will the model be used for decision- iaking for test equipments which are part of larger ATE systems?

Author's Reply
Where an item of test equipment is a module within a larger ATE, and where that module is one of a reasonably
large number of items of the same type, it is possible that the logistic support for the module will be as characterised
in the simulation. Given all these conditions, then the simulation model could be used.

Lwo
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THE RELIABILITY IMPROVEMENT WARRANTY AND
ITS APPLICATION TO THE F-16

MULTINATIONAL FIGHTER PROGRAM

George Harrison

ARINC Research Corporation

2551 Riva Road
Annapolis, Maryland 21401

SUMMARY

The role a military customer plays in assuring acceptable reliability for his avionics
has traditionally consisted of stating the requirement, specifying a test, and having
great trust in the intelligence and integrity of his contractor. However, this formula
has not always been successful. New techniques being explored on a trial basis by the
U.S. Department of Defense are directed toward placing carefully structured reliability
assurance incentives and opportunities in the procurement contract. One of these tech-
niques is generally known as the Reliability Improvement Warranty (RIW).

The successful application of the principles of RIW to the F-16 multinational aircraft
could mark the beginning of new procurement techniques for many NATO countries. The
results of the F-16 RIW program will no doubt be followed with intense interest not only
be the U.S. Air Force but also by the four co-producing governments. Other NATO nations
could learn from this program and perhaps adapt similar procurement techniques to work
within their own particular military objectives, economics, and national laws.

The fundamentals of an RIW procurement, together with some of the variations that have
been used to suit particular applications, are described in this paper. Guidelines for
RIW application are also presented.

The F-16 multinational fighter program is described, with particular emphasis on two
aspects: the development of the F-16 RIW program, and the co-production agreements
between the U.S. and the governments of Belgium, Denmark, Norway, and The Netherlands.

INTRODUCTION

The technology for designing and producing highly reliable electronic components and
systems has been available for approximately 25 years. We have standards that deal very
effectively with reliability allocation, prediction, and testing. For example, U.S.
missile programs and space programs in a number of nations attest to the fact that high
reliability is possible. However, these types of programs that achieve high reliability
are quite expensive. We have learned that we cannot simply specify how much reliability
we want and be assured that we will obtain it, as we can for other technical parameters
of an electronic system. One reason is that to buy highly reliable parts, and then
design and manufacture a highly reliable system is costly and places the contractor's
competitive position in jeopardy. Further, it is difficult to measure the reliability of
individual items -- something that is easily done for other performance parameters. In
the United States, efforts historically have been directed toward comprehensive reliabil-
ity programs that include parts screening, predictions, more stringent specifications,
and rigorous demonstration and acceptance testing. While some improvements have been
made, these efforts have produced less than the desired overall result.

As illustrated in Figure 1, the specified reliability requirements for several U.S.
military avionic systems were not met in the field environment. The figure compares the
specified MTBF with test and operational values and shows that the operational values
fall short of the desired objectives. Although not all equipments exhibit such a trend,
this type of behavior can increase O&S costs and reduce asset availability.

Unfortunately, achfeving a field or operational reliability that is consistent with our
exppctations still frequently eludes us. We need a new approach. Many equipment manu-
facLurers see the frustrations of their military customers and are quick to advance one
of the following causes for poor field reliability:

There is very little in the economics of a competitive procurement that provides
us with the incentive to produce reliable equipment.

* Our equipment is "intrinsically" reliable. Your operational and maintenance
environments are inducing the failures.

The Reliability Improvement Warranty (RIW) is a procurement tool that addresses both of
these causes.

THE RIW CONCEPT

An RIW is basically a fixed-price contractual commitment by an equipment manufacturer to
perform depot-type repairs for a stated number of years. The following key guidelines
are being used by the Department of Defense to select candidate systems for RIW:

Fixed-price procurement
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Competitive procurement

* Equipment amenable to reliability improvements

* Proven technology

Field testable

Readily transportable

Consider the economic situation for both the contractor and the government in normal pro-
curement practices and compare it with what occurs under RIW.

Figure 2 shows reliability on the horizontal axis and cost to produce a piece of equip-
ment on the vertical axis. At the beginning of a contract under normal conditions,
some minimum acceptable reliability is included in the equipment specification, and
the successful bidder is awarded a fixed-price contract.

Figure 3 shows the contractor's initial cost to produce, which, for a particular equip-
ment and a particular contractor, is assumed to be an increasing function of reliability.
This is, all other things being equal, the contractor can reduce his cost to produce by
reducing component quality, testing, and inspection -- or the quality of a number of
other aspects of his program -- thereby reducing equipment reliability. The shaded area
between the horizontal "Fixed-Price Contract" line and the "Initial Cost" curve in Figure
3 represents the contractor's profit for a unit. Thus, at any point on the cost curve,
the contractor is inherently, although not always knowingly, motivated to move to a
lower-cost, lower-reliability, higher-profit point of the curve. On the other hand, the
government, which will be responsible for operation and support costs for this equipment,
would, at any point on the curve, prefer to move to a region of higher reliability.
Therefore, at any point on the "Initial Cost" curve, the goals of the contractor and the
government are different and in conflict.

For the RIW procurement, the axes in Figure 4 are again reliability and cost, and it is
assumed that the equipment has the same minimum acceptable reliability specification.
In this case, however, the contractor is bidding not only on the cost to produce the
equipment but also on the cost to repair the equipment for some fixed period of time.
For this reason, the value of the fixed price contract is shown at a higher level than
without RIW.

Figure 5 has the same "Initial Cost" curve previously considered. However, under RIW,
the contractor now incurs the additional support cost, as shown by the dashed line. The
"Total Contractor Cost" is depicted by the U-shaped curve in the chart. Again, the
contractor's profit is represented by the distance between the horizontal contract-
price line and the U-shaped curve. The contractor's maximum profit occurs at the bottom
of the U-shaped curve. Thus when he is either to the left or to the right of the
bottom, he will attempt to move toward the optimal point. However, when circumstances
indicate being to the left of this point, the government will also try to increase the
reliability of the equipment. Therefore, in this situation, both the government and the
contractor goals are the same. This situation is quite different from that observed
earlier.

Under RIW, the contractor no longer seeks the lowest acceptable reliability (MTBF). His
interest in reliability improvement is maintained after production since he can still
make changes that can reduce his support costs and improve his profits while increasing
reliability. The contractor thus achieves maximum profit by controlling and making
appropriate trade-offs between acquisition costs and operation and support costs, and
the government can realize improved reliability and reduced life-cycle costs.

THE F-16 RIW PROGRAM

One of the most recent DoD programs selected for RIW is the F-16 multinational fighter
program. The RIW activities associated with this U.S. Air Force aircraft represent the
most complex and ambitious undertaking to date, with nine major avionics black boxes
covered under the RIW provisions. These provisions were initially established in late
1974 when two prime contractors, General Dynamics Corporation and Northrop Corporation,
were competing for the full-scale development (FSD) and production contract. The market
for this development aircraft included not only the U.S. Air Force, but a consortium c'
the governments of Belgium, The Netherlands, Denmark, and Norway. These four countries
were interested in sharing in the production of the aircraft to replace their aging fleet
and were also interested in several European aircraft that were competing with two U.S.
entries -- the YF-16 and the YF-17.

The competition between the U.S. prime contractors and the competition from the European
aircraft were two important factors that led to the decision to include RIW provisions in
the FSD and production contract. These provisions committed the winning development con-
tractor to meet long-term obligations for production equipment. When such provisions
are contracted for in production, the contractor risks are greater than in non-warranty"
procurements. When they are contracted for prior to full-scale development, the risks
are naturally magnified.

iI
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The U.S. Government's decision to include RIW in the original contract was a difficult
one since no direct experience base existed at the time. The following were two major
considerations in the decision process:

RIW controli would be positive factors in the Europeans' decision to select the
U.S. Air Force aircraft.

The prices for RIW would be obtained in a competitive environment.

In January 1975 the contract for full-scale development and production was awarded to
General Dynamics (GD). The European consortium selected the same aircraft, and the United
States and its four European partners embarked on a highly complex aircraft production
program.

The initial RIW coverage included only U.S. Air Force aircraft (301 planes covered for
four years or 300,000 flying hours), with an obligation on the part of the prime contrac-
tor to "negotiate with the consortium to extend warranty coverage" consistent with the
U.S. Air Force RIW. The European Participating Governments (EPG) decided to undertake
the RIW and, in the multinational partnership spirit of the F-16 program, it was decided
to renegotiate the RIW during the development phase as a separate contract to include
both U.S. and EPG aircraft. Contract F33657-77-0062 was formalized and signed in
February 1977, about two years after the initial contract, and is currently being
definitized.

HIGHLIGHTS OF THE F-16 RIW PROVISIONS

Nine of the F-16's avionics black boxes (LRUs) are covered under the RIW, as shown in
Table 1. The radar antenna is warranted at the "module" level for the entire period of
warranty. This module-level warranty permits returning the plug-in modules of the
antennas for repair rather than the entire antenna. Six other LRUs begin their warranty
at the LRU level and then transition to the module level later in the program. Two LRUs
remain at the LRU level of warranty throughout the entire period. These two LRUs have,
in addition to the RIW, a guaranteed MTBF.

The warranty applies to all sets of these LRUs installed in the first 250 U.S. Air Force
production aircraft and the first 192 EPG production aircraft delivered. The warranty
also applies to spares procured to support the first 250 U.S. Air Force and 192 EPG
aircraft. Other characteristics of the F-16 contract are presented in Table 2.

MULTINATIONAL LOGISTICS

The RIW program for the F-16 calls for returning a suspected LRU failure to the contractor
for repair. Following repair, the contractor places the LRU in a secure storage area
that serves as a central supply facility for resupplying the base stock of the using
activities. If the secure storage serves as a central supply for the combined rather
than the individual needs of all five partner nations, significant saving in spares can
be realized. The consortium has agreed to this concept. Spares of each unit type for
stocking the bonded storeroom are to be purchased on the basis of the combined demand
of the five user countries. There is to be no specific identification of hardware to
owner country, since a true sharing of assets is envisioned.

To illustrate the savings that can be realized by commingling spares, we shall consider
the warranted radar transmitter unit of the F-16. This unit has an MTBF guarantee, so
that maintenance will remain at the LRU level throughout the four-year warranty period.

Tables 3 and 4 present the illustrative data used in a simplified analysis to compare
separate and commingled sparing at the secure storeroom. As shown in Table 4, a reduc-
tion from 67 to 49 in total bonded store spares can be achieved by commingling. A spare
radar transmitter is estimated to cost approximately $90,000, yielding the saving shown
for each country in the last column, for a total of $1.62 million. Although the relative
savings for the units that would convert to a module-level warranty is not expected to be
as large, the saving in the cost of bonded store spares attributable to module commingling
may still be quite substantial.

Commingling also offers the advantage of providing a sharing atmosphere. If a participat-
ing country has an unusual problem, it may receive technical or material assistance from
one of the other partner nations, so that all will eventually benefit. Similarly, if a
country develops an improved procedure, e.g., in the base fault-verification process, it
is to that country's advantage under the commingling concept to disseminate the informa-
tion to the other participants as quickly as possible. While it is difficult to place a
numerical value on these mutual-aid possibilities, such a concept is in keeping with the
motivation behind the EPO participation in the F-16 program.

Notwithstanding these advantages, complexities exist in managing commingled spares. For
example, one country may use more than its "fair share" because of (1) a higher-than-
planned flying-hour schedule, (2) a tendency to stockpile, and (3) excessive transporta-
tion times.

The management and distribution of F-16 spares are the responsibility of the Air Logistic
Center at Hill Air Force Base in Ogden, Utah. As long as all the user nations remain
within their planned values of sparing parameters, the Item Manager will issue spares from
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the secure storeroom on a first-come, first-served basis. If a partner consistently
exceeds its "fair share" use of spares to the detriment of the other partners, the Item
Manager may have to delay the release of spares to that partner until the other requisi-
tions can be satisfied.

In general, the potential disadvantages of commingling are not unlike those of any other
partnership venture. With NATO having a nearly thirty-year history of successful partner-
ship, we do not believe that commingling will represent a major problem. We also do not
believe that the form of this commingling effort is particularly new for NATO countries.
F-4 aircraft system assets, for example, are being shared today among NATO nations. The
RIW aspects of the F-16 program and the more comprehensive logistics structure it requires
are the new features introduced into the sharing equation.

MULTINATIONAL COMMUNICATIONS

Two types of data must be communicated among the various F-16 participants: (1) supply
and accounting data and (2) maintenance and utilization data. Supply and accounting data
include the transactions necessary to report failures, to requisition replacements, and
to maintain stock-balance records at various sites. Maintenance and utilization data
include records of maintenance actions, parts usage, flying hours, etc. The primary
means of communicating these two classes of data for the F-16 RIW program will be the
established USAF AUTODIN system. The EPG interface with this system, and thus with the
warranty communications process, is a switching center in Camp Newamsterdam, The
Netherlands.

Figure 6 shows the principals in the communications network for RIW. The following
characteristics are illustrated in the figure:

All four U.S. manufacturers of warranted equipment have AUTODIN terminals that
tie into the AUTODIN network.

The Item Manager at the Ogden Air Logistics Center, all U.S. Air Force bases with
F-16s, and General Dynamics also have terminals.

The four European partners have commercial Telex or TWX facilities that tie into
the AUTODIN network through a B-3500 switching center in Camp Newamsterdam.
Although the Marconi-Elliott facility will repair warranted items from the
European aircraft and will serve as a central supply for the Europeans, the Item
Manager will issue all release orders to the Marconi-Elliott Atlanta, Georgia
division. The internal company "bookkeeping" traffic will be their responsibility.

Since the four major contractor plants will be the depot repair sites for the warranted
LRUs, placement of the AUTODIN terminals at these plants will permit the U.S. Air Force
to handlE requisitions and supply-accounting data in the same way as for a military
repair depot. For the most part, all asset-balance accounting and bookkeeping informa-
tion is generated and promulgated through an automatic address system. Since the European
countries do not have AUTODIN terminals, they cannot conveniently requisition an asset and
automatically satisfy all the necessary addressees for accounting and information purposes.
The procedure to be used by the European air bases is to requisition an asset by sending
a TWX or Telex to the Item Manager. The Item Manager then manually generates a requisi-
tion for the European air base, and the automated process takes over, notifying all
appropriate addressees of the transaction.

Under the F-16 RIW contract, all five governments must furnish certain maintenance and
utilization data to the prime contractor, General. Dynamics. These data, which include air-
craft flying hours, are generated for the U.S. Air Force through the use of standard main-
tenance and flying-hour reporting forms. Data from these forms are keypunched in a pre-
scribed format and are then automatically used to develop certain statistical reports and
trends.

Each European partner has its own form to record similar maintenance and utilization
information. To permit each country to continue to use its own standard forms and for-
mats, a data processor has been developed that ties each country's Telex terminals to
the B-3500 computer in Camp Newamsterdam. This front-end processor converts each country's
format into a standard format. The reformatted data are then transmitted, via AUTODIN,
into the U.S. Air Force data system. All of the European data are identified by country,
base, aircraft, etc., so that separate maintenance and usage analyses may be performed
for any European or United States base.

CONCLUSION

The F-16 aircraft has and will continue for some time to test our abilities in interna-
tional cooperation, financing, management, procurement, and logistics. Of significant
interest to all NATO countries will be the success with which the five enterprising F-16
partner nations meet in the formidable task of achieving higher reliabilities through
RIW.
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Table 1. F-16 LRU-WARRANTED EQUIPMENT

LRU-Warranted Equipment Warranty Level/Period

WUC Nomenclature Manufacturer 1979 1980 1981 1982

14AAO Flight Control Computer Lear-Siegler
Industries

74AAO Radar Antenna Westinghouse -.

74ABO Radar Low Power RF Westinghouse

74ACO Radar Transmitter Westinghouse

74ADO Radar Digital Signal Westinghouse
Processor

74AFO Radar Computer Westinghouse

74BAO HUD (Head Up Display) Marconi-Elliott

74BCO HUD Electronics Marconi-Elliott

74DA0 INU (Inertial Singer-Kearfott I
Navigation Unit)

LRU-Level Warranty

Module-Level Warranty

LRU-Level Warranty plus MTBF Guarantee

Table 2. CHARACTERISTICS OF THE F-16 RIW CONTRACT

Characteristic. Description

Units Covered 9 different LRUs

Aircraft 442 F-16 aircraft
Coverage Period 4 years or 300,000 flying hours
Contract Time Prior to full-scale production
Air Force Logistics Manager Ogden ALC

Countries United States, Belgium, Denmark
Norway, and The Netherlands; other
countries possible on separate
Foreign Military Sales (FMS)
contracts

Contractor General Dynamics (prime) with 4
subcontractors

Price Range from.2 percent to 6 percent
per year.

Coverage Level LRU (2 units), SRU (1 unit), LRU
transitioning to SRU (6 units)

MTBF Guarantee Yes, on 2 units

"Retest OK" Provision Under negotiation

Low-Usage Adjustment Yes
Turnaround Time Requirement 22-day average

User Capability for SRU Planned
Fault Location at Base
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Table 3. RADAR TRANSMITTER SPARES DATA -
BONDED STOREROOM

Mean Time Between Demands (Hours) 250

Pipeline Days

U.S. Air Force 25.0

EPG 30.0

Average 27.2

Operating Hours per Day 0.72

Spares-Sufficiency Level 0.99

Radar Transmitter Cost $90,000

TPble 4. SPARES COST ADVANTAGES OF COMMINGLING THE PADAR
TRANSMITTER

Quantity Quantity of Spares Dollar Savings
Country of Aircraft Attributable

Separate Commingled* to Commingling

USA 250 29 21 $ 720,000
Belgium 58 11 8 270,000

Denmark 38 8 6 180,000

Netherlands 60 11 8 270,000

Norway 36 8 6 180,000

Total 67 49 $1,620,000

*The 49 total spares required under the commingling concept may
be allocated among the participants in more ways than one. The
allocation shown in the table reflects an equal percentage of
savings over the separate purchase of spares.
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DISCUSSION

A.Sukert, US
Does the RIW for the computers, such as the Fire Control Computer, include the corresponding Operational

Flight Programs? Or is the RIW just for the hardware only?

Author's Reply
For the F-1 6 Flight Control Computer, the RIW applies to the hardware only. I would categorically recommend
against the application of an RIW concept to "software reliability" until the definition of that term has been
thoroughly scrubbed down and is generally accepted by the industry.

F.Wishart, UK

Would you please give some indication of the percentage of contract value which is accountable to the RIW with
and without guaranteed MTBF?

Author's Reply
The RIW prices quoted by General Dynamics were for 301 USAF aircraft. Those prices for RIW and MTBF
guarantee ranged from about 2% to 7% per year of the total contract value of the LRUs. (Not the total value of
the aircraft production contract!) After the competition between GD and Northrop was over, the European
countries were negotiated into the RIW.

The negotiations resulted in: (1) an increase in RIW price, (2) the inclusion of 192 European F-16s and (3) a
reduction from 301 to 250 USAF F-16s.

C.J.P.Haynes, UK
You said that if one of the 5 nations consumes more than its fair share of the combined spares pool then the item
manager would delay despatch of spares to that nation. In the case where differences in consumption are caused
by differences in defect arising rates, which are quite likely to occur, would delayed despatch still be invoked?

Author's Reply
No. There is no reported intent on the part of the item managers to delay release of a serviceable asset for any
reason other than those listed. If differences in MTBF are seen between user nations, however, it would surely be
a matter of great interest and investigation.
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